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P1 Demand conditions

P1.1 Theorems of metabolic control theory for models with dilution

In growing cells, all compounds are constantly diluted. Dilution can be described by dilution fluxes vl = k¢;

proportional to concentrations ¢; and growth rate x. Formally, dilution resembles a non-enzymatic degradation.
Thus, given the dilution fluxes in a flux distribution, the concentrations are known. In models with dilution, the
Jacobian matrix contains an additional term —x | and the control matrices read

C’ = -L(M—kl)"!Ny
c’ = I+EC® (P1)

where M = Ny E L is the usual Jacobian for independent metabolites and MY = M — k1. The control matrices
) _

with respect to independent supply fluxes are given by Ciind = LMY and Clia = ECimd (see SI P3.1).

The summation and connectivity theorems in models with dilution read (proof see below)

C°K = 0

C'K = K

CSEL = —L(l+xMY¥7)

C'EL = —-xELMY (P2)

These theorems cover both enzymatic and non-enzymatic reactions. With the unscaled parameter elasticity matrix
Ep, the response matrices read

0 _ 0 _
RS= - =C%Ep and R'=-- =C'Ep (P3)
op op
Moreover, if the cell growth rate x is treated as a parameter, the corresponding response coefficient vectors read
Jdc ov
RS = 5= ~Clwe,  RJ= i ~Clic (P4)

where Cim = Ci‘“le and C‘;m = Cj}indlﬁ. The matrix Ig acts as a projector from internal metabolites to

independent internal metabolites. It is obtained from an identity matrix | (corresponding to the number of internal
metabolites) by selecting only rows that correspond to independent internal metabolites.

Proof: Summation and connectivity theorems with dilution The summation and connectivity theorems
(P2) can be derived as follows. To derive the summation theorems (P2), we right-multiply the control matrices
Eq. (P1) by K, noting that Ny K = 0, and obtain

CK =
C'K = K (P5)

o



To derive the connectivity theorems, we first compute

C°EL-+Cli = —-L(M—sl)"'NEL+xL(M—xl)~"
= -L(M—&s)"'M+L(M—-xl) 'kl
= - LM—&s) {(M—kl)=-L (P6)
Therefore
CEL = ~L+#Clu=-L-sL(M-xl)"'=-L(I+xMI) (P7)
C'EL = (I—i—ECS)EL:EL—i—ECSEL:EL—EL[I—f—nMdirl}
- EL[If[IwLnMd“_l”:—HELMd“_l (P8)

or briefly (with MY = M — k1)

CN,oc. [ K —xELMIT
(CS)(KlEL) - (0 —L[I+HMd“1]>' (P9)

P1.2 Demand conditions (Theorem 1)

The cost-benefit balance (3) is equivalent to the gain conditions (6) and (7). To show this, we rewrite Eq. (3)
with the help of return control coefficients g¥ ' = C& as

h
Oh _ 99 — Dg (X) ¢ = Dg (X) (z°T 7 27 C5)T
Ju Ou u u
e\ [z u\ Oh
= Dg(2) 5 P10
< (CS) (zc) &\Vv) ou (P10)
Next, we use the summation and connectivity theorems of metabolic control theory in the form [1]
CJ _ K 0

<CS>(K|EL) = ( 0 L > (P11)

where the matrix E contains the unscaled reaction elasticities with respect to internal metabolites. We left-multiply
Eq. (P10) with (K|EL)T and obtain

K™ 0 z¥ KT u\ oh

< 0o -LT ) (zc) - <LT ET> De (C) ou’ (P12)
These equations are the gain conditions (6) and (7). To see their equivalence to the cost-benefit balance (3), we
note that the matrix (K|E L) is quadratic and has full rank. The matrix is therefore invertible, and multiplying
with it is an equivalence transformation. The fact that (K|E L) is quadratic can be seen as follows: if the internal
stoichiometric matrix IN has the size n,, X n, and rank r, then K has n, — r columns, and L has r columns.
Accordingly, M = (K|EL) is an n,. X n,. matrix. To see that (K|E L) has full rank, we left-multiply it with (l\IfR)
which yields a matrix with full rank.

P1.3 Demand conditions with dilution

The gain conditions for models with dilution (growth rate , Jacobian Ml — NREL — 1, all reactions
enzymatic) read

K'z" K' Dg(y)v?!
LTz —x(METHTLT 2 = LTET Dg(y)v?. (P13)



with z* = ET z¥ 4 z¢

Proof The proof works as the one before. Instead of the usual summation and connectivity theorems Eq. (P11),

we use the form
AP K —xBELM
<CS>(K|EL) N < 0 —Li+sMiY ) (P14)

(see P1.1). We continue as before and obtain

KT 0 A KT .
(MELM‘””)T (L[wmdﬂ‘lw)(zc) = (igry) oo

which can be written as

K'z" = K'Dgyv!
R MITHTLTET 27 1+ xMB ) TLT 2 = (BL)T Dg(y)vt. (P16)
The last equation can be rewritten as
a1 T _ _
LTz kM LTET 2 12 = (EL)T Dg(y)vl. (P17)

Thus, the flux gain condition is unchanged by dilution, while the concentration gain condition contains an addi-

. a—-1T _
tional term —x M4 LT z%*, where z¢* = [ET 2V + z¢].

P1.4 Demand conditions involving inactive or non-enzymatic reactions

To derive gain conditions accounting for non-enzymatic reactions, we split the flux distribution v into subvec-
tors ven, (active enzymatic reactions) and vy, (inactive or non-enzymatic reactions). The resulting flux and
concentration gain conditions read

k-z" — knon ! gxon = ke—zrnz Dg(yenz) Ve_nlz' (P18)
L'z —(EL) o, 8on = ((EL)ens) Dg(Yens)Vers- (P19)

non
dil _

where g¥ . = Awyon + 2y, as usually. In the case of dilution reactions (where k; = K ¢;, Aw

non

and pdil = k), the extra terms would read
*knon : ggon = Z kz g;, = Z ’ici(*w” = *HZ C; Wy (P20)

—(EL),. Broni = —HK —w =KW, (P21)

non,s

Proof The cost-benefit balance for active enzymatic reactions reads (compare Eq. P10)

u u Venz v v u _
henz = genz = Dg ( > genz = genz = Dg(uenz)Dg(henz) Venlz (P22)

enz

Now let k be a test mode, i.e, a stationary mode on the active subnetwork of v. We can split the product gV - k
into

k ' gV = kenz ' g:nz + kUOU ' gXOH' (P23)
Since g¥ = Aw® +z" and Aw® - k = 0, obtain

k . ZV = kenz : g\e]nz- (P24)



After equating the last equations and rearranging, we obtain the flux gain condition
kK- 2" —Kpon - lon = ki, Dg(h%cn,) Dg(Uens) Vs (P25)

To derive the concentration gain condition, we start from

g "EL=[z"C%+2""C)|EL = —2z°" L. (P26)
where we used the connectivity theorems. The left-hand side can be split into

g T EL=2g%," (BL)ew, +8%0n (EL)non. (P27)
By equating the equations, we obtain

—2°" L=g, (EL)ews +glon (BL)uon. (P28)
By inserting Eq. (P22) and taking the tranpose, we obtain the concentration gain condition

LT2 = ((BL)ews) De(h"ens)Dg(ttens)Varl, + (BL), 8l (P29)

non

P1.5 Total cost and benefit for homogeneous objective and investment functions

If the enzyme investment h(u is a homogeneous function (satifying h(Au) = A7 h(u) with real exponent 7y), we

can use Euler's theorem: ), alaThul = v h. For cost functions, we may use exponents 1 < ~, < 2. In particular,

for a linear cost function (where v = 1), we obtain h =}, 8181—1hul = >,y In analogy, we can use homogeneous

flux cost functions H(v) = (32, H} |u|)® or flux objective functions z(v) = (3, 27 v;)?. These sum formulae
can be used to state balances between total cost and benefit. With such choices, from z¥ - v =y - u, the total
cost-benefit balance reads v, z = v, h.

P2 Economical flux distributions

P2.1 Test mode theorem (Theorem 2)

Let v be a complete flux distribution and k be a non-vanishing, non-beneficial test mode (satisfying 2V k= 0).
To be economical, v must satisfy the flux gain condition Eq. (6) with a positive enzyme cost vector y satisfying

k' Dg(y)v ! =o0. (P30)

All elements of y are positive, none of the elements v; is zero, and at least some of the fluxes k; are non-zero,,
Therefore, Eq. (P30) can only hold if k; v; > 0 for some index [, and k; v; < 0 for some other index j.

P2.2 Non-beneficial modes and the existence of economic potentials

For use in Theorem 3, we need the following lemma:

Lemma. (a) If a complete flux distribution v satisfies the reaction balance (11) with positive enzyme costs y;,
it is free of non-beneficial modes. (b) If a complete flux distribution v is free of non-beneficial modes, it satisfies
the reaction balance Eq. (11) with positive enzyme costs y;.

For the proof, we recall Gordan's theorem [2]: Let A be a real m xn matrixand 1 = (1,1,...,1)T € R™. Gordan's
theorem states that either the inequality system A x > 0 has a solution x € R”™ or the system ATy =0,y > 0,
1Ty > 0 has a solution y € R™, but never both.

Proof direction (a): If v satisfies the reaction balance with gain vector z¥ and positive enzyme costs y;,
v is free of non-beneficial modes. We consider a complete flux distribution v and define the reaction directions



such that all fluxes v; are positive. If v contains a non-beneficial mode, there is a non-beneficial test mode k
vT
that shares with v all flux directions on their overlap, so (ZN )k =0,k>0 and 1Tk > 0. On the contrary, if v
satisfies the reaction balance
Awj +2z = q/u >0,
(2" . 1 . )
NT) (wlc)>0) has a solution (WC). According to Gordan's theorem, only one of the two statements

can hold, so if the reaction balance holds, no non-beneficial modes can exist.

the inequality (

Proof direction (b): If v is free of non-beneficial modes with respect to z", it satisfies a reaction balance

with flux gain vector z" and positive enzyme costs. If v is free of non-beneficial modes, the inequality system
vT

(ZN )k =0,k > 0,17k > 0 has no solution k. Thus, according to Gordan's theorem, there must be a solution

vT T : ;
to the inequality system (ZN ) x > 0. Without loss of generality, we can assume that the first element of x is
-1, 0, or 1, and can identify the rest of the vector with w®. Therefore, one of the following inequalities must have
a solution (for all 1):

Awj 42 >0
Aw; >0
Awj — 2z > 0.

If we multiply with the fluxes v; and sum over all reactions, the term ), v;Aw; drops out and we obtain,
respectively, three alternative inequalities

zV'v >0
0>0
—z"Tv>0.

Since v is beneficial by assumption (zV - v > 0), the first inequality must hold. Therefore Aw§ + 2" > 0 must
hold, and consistent enzyme costs are given by y; = [Awf + 2)] v;.

P2.3 Criteria for economical flux distributions (Theorem 3)

Proposition For complete flux distributions v (with zV - v > 0), the following statements imply each other: (i)
v is economical; (ii) v satisfies the reaction balance Eq. (11) for some choice of internal economic potentials w§
and positive enzyme costs y;; (iii) v is free of non-beneficial modes.

Proof: To prove that the conditions are equivalent, we show that each of them implies the next one in a circle:
(a) a complete, beneficial flux distribution that is free of futile modes; (b) a complete flux distribution that is
beneficial and free of non-beneficial modes solves the reaction balance; (c) a complete flux distribution that solves
the reaction balance is economical.

(a) Economical modes are free of futile modes. The absence of futile modes follows directly from the test
mode theorem and from the definition of futile modes.

(b) Complete flux distributions that are free of non-beneficial modes solve the reaction balance This has
been shown in the previous section P2.2.

(c) The reaction balance implies the flux gain condition. We start from the reaction balance in the form
[Aw§ + 2] = y;/vi, multiply from the left by a test mode k', and obtain

= k' [NTw+ 2] k' Dg(v)ly
=k'z" = k'Dgyv? (P31)

because k' N = 0. If this holds for any stationary flux mode k, it also holds for the entire kernel matrix K.



P2.4 Flux cost minimisation and economic flux modes (Theorem 4)

Proposition Let v be the solution of a non-flux-enforcing flux cost minimisation problem
min=H(v)) suchthat z'-v =b, Nv =0 (P32)
Then v is economical and satisfies the balance equation
[z + Awf] v = y;.

for all active reactions (where v; # 0), with positive values y; and with wf being proportional to the Lagrange
multipliers with respect to the stationarity condition. It also holds that >, 2y v; =3, vy = b.

Proof: The weighted flux minimisation is convex and has therefore at least one solution, which satisfies
8
0=—+— —azl Zﬁl N (P33)

with Lagrange multipliers « (for the benefit constraint) and f3; (for the stationarity constraints). For all reactions
[ with non-zero fluxes v;, the derivative afl must be positive. Now we take the scalar product between Eq. (P37)

and v and we obtain:

oH oH
OZZ(@ A Zﬁﬂ%ﬂn) :zl:(‘%z Ul—OéZl’Ul> (P34)
The term with n;; vanishes. Thus, we see that
0H
a7 U= ZO(ZIV’UI = ab. (P35)

We set y; = égf{ v; and obtain

Su=> Hu=b (P36)
l l

Inserting this into (P37) again, we obtain

TERAEDY ﬂi;&“ v (P37)

which is equivalent to the reaction balance we want to show.

Alternative proof: solutions of FCM problems are free of non-beneficial modes As an alternative proof,
we show that a complete flux distribution solving Eq. (P38) is free of non-beneficial modes. The proof consists
of three parts:

1. If v has a non-beneficial mode (defined by the test mode k), a linear combination v — e k (for small ¢ > 0)
violates the FBA inequality constraints. Proof: Since Nk = 0 and z' "k = 0, v — ¢k is stationary and
has the same FBA benefit as v itself. In addition, it satisfies |v — ¢k|; < |v|; (for a non-weighted flux
minimisation problem) or h¥(v—e¢k) < hY(v) (for any FCM problem, where h"(-) is the flux cost function).
Therefore, v cannot solve the FCM problem unless v — ¢k violates the inequality constraints.

2. If v — €k violates the inequality constraints for arbitrarily small ¢ > 0, the inequality constraints must
contain some bounds v;"'" > 0 or v;"#* < 0.

Proof: Assume that v — ek (for any small ¢ > 0) violates the lower flux bound for the I*!' reaction
(v — ek < vlmi“). Since v does not, this must be an active constraint, i.e. v; = vlmi“, and v;“i“ and k;
share the same signs. Since subtracting k; decreases the flux, this sign must be positive, so vlmi“ >0. A
similar argument holds for v;"** < 0.



3. Given that v{“i“ < 0 and v{“i“ > 0 by assumption, the solution v of our FCM problem cannot contain any
non-beneficial modes. This argument can be extended to incomplete flux distributions: if an incomplete
flux distribution v solves a non-flux-enforcing FCM problem, the subvector of active fluxes v, will solve a
corresponding FCM problem on the active region. Therefore, the active flux distribution, and also v itself,
must be free of non-beneficial modes.

Proposition: Let v be a complete economical flux distribution solving the reaction balance
[2) + Awj] v = yi.

Then, v is a solution of a weighted flux minimisation problem

min=H(v)) suchthat z'-v =b, Nv =0 (P38)
where H(v') =Y, t|vil. Moreover, the Lagrange multipliers with respect to the stationarity condition are given
by the economic potentials wf (except for a possiible regauging of conserved moieties), and it must hold that
b=22 5 v=23uy-
Proof: Since the FCM problem is convex, any flux distribution that satisfies the constraints as well as the optimality
condition (P37) must be an optimum. Thus, we need to find suitable values of the Lagrange multipliers « and

B; such that Eq. (P37) is satisfied for all reactions with v; # 0. To do this, we set « = 1 and 3; = w§. With this
choice, the optimality condition now reads

0= y/v— 2 — > Bina (P39)

This is equivalent to the assumed balance equation and must therefore hold true.

P3 Economic potentials

P3.1 Economic potentials and flux demand (reaction rule Eq. (8))
Control coefficients with respect to supply fluxes The effect of small supply fluxes !¢ on the steady
state concentrations ¢; = S;(u,x, ™) and fluxes v; = J;(u,x, ¢™4) is described by control matrices Cimd =

dc/0p™ and Ciind = 0v/0p™, which are computed as follows. Consider a network with nj, internal
metabolites. If there exist conserved moieties, we select a number of independent metabolites and split the
stoichiometric matrix, into a product N = L Ny with an njy¢ X ninq link matrix L and a reduced stoichiometric
matrix Ng, whose rows correspond to independent metabolites. We can write Ng = IgIN, where the matrix Iy
is obtained from an mi,; X it identity matrix by selecting the rows corresponding to independent metabolites;

in addition, we obtain Iz L = I. The stationarity condition for independent metabolites in the presence of supply
fluxes '™ reads
0 = Npv+e™ (P40)
and the derivative with respect to ¢'"? yields
ov 0S — S.ind
0 = — —— +I1=NRELC>" +1 P41
e depind * * pid F (Pal)

where v(c) describes the rate laws, S(¢'™™4) describes how the independent metabolite concentrations in steady
state depend on the supply fluxes, and the control matrix Ci’iij}d contains the corresponding derivatives. The
matrix product M = Ny E L is the Jacobian matrix for the independent internal metabolites. Solving Eq. (P41)
for Ci’ii,,r;d, we obtain

cil=-M"! (P42)



and from this
Ciind = L Ci,lnr:ld =-LM!
C;]Dind = E Ciind = _EL Mil- (P43)

For convenience, we define the matrices

Cimt == Ciind IR
Ci,tot = Ciind IR- (P44)

A comparison to the unscaled control matrices [3]

C® = -LM 'Ny
C’ = I-ELM 'Ng, (P45)

shows that these can be written in terms of Cf}mt as
s _ S
C _— C(PtOt N
J J
C' = 1+ C@m N. (P46)
ind

Economic potentials Now we consider the internal economic potentials w° = I;'; 0g/0¢™ and the flux demand

g’ =2""C’ +2z°TCS. With the chain rule and Eq. (P46), we can write them as

we o= I} ai?nd =[2" " Clualr +2° Chualr]” = [2" Clui +2° Chat] "
= Aw® = N'w= [ZVTCJ(Ptot N+ ZCTCim N '
= [27(CT - +2z2"C) =g 2" (P47)
We therefore obtain
g' = Aw'+z" =AW+ AW +2" = Aw +2". (P48)

By inserting Eq. (P44) into Eq. (P47), we obtain the explicit formula
c _ VTE cT LM T _ VTE cT Cs T _ okl s P49
W= — |:[Z +z ] R:| = |:[Z +z ] [Ptot:| =Z ptot - ( )

These formulae also hold in the presence of non-enzymatic reactions and dilution. Given a kinetic steady-state
model and a metabolic objective z(v, c), the economic potentials and their balances within reactions read

we' = —(2""E+z°")L(NREL) 'l
Aw' = 29'C) -2 427 C5. (P50)

P3.2 Enzyme adaption can be neglected in the definition of economic potentials and
loads

Economic potentials describe how small supply fluxes would affect the steady-state benefit. In the definition, the
enzyme levels are kept fixed. If they were adapted to the supply fluxes, this could increase the benefit. With such
an adaption, we would obtain an alternative definition of “adaptive” economic potentials. However, since the
additional fitness benefit is a second-order effect, adaptive and non-adaptive economic potentials are identical.
This is shown now. The steady-state fluxes v; and the internal concentrations ¢, form a state variable vector
ind)

T . . . . .
s = (3) . We assume that this vector is a differentiable function s(u,x, ¢ of the enzyme vector u, the



external concentration vector x, and the supply flux vector ™4 for independent metabolites. We now consider
a fitness function

f(u,x, ‘Pind) = g(s(u,x, Soind)) - h(u)- (P51)

Given external concentrations z; and virtual supply fluxes "4 for independent metabolites, an optimal enzyme
profile is defined as

™ (x, ) = argmax, f(u,s(u,x, ¢"™)) (P52)

and the optimal fitness g°P*(x, ¢'"4) is defined as the fitness at optimal enzyme levels,

= [(uP(x, ™M), x, "))
= 2(s(uP'(x, ")), x, ™) — h(u(x, ™). (P53)

gopt (X Soind)

We now consider a state without supply fluxes (¢ = 0). The usual, non-adaptive external economic loads and
internal economic potentials in this state are defined by

dg : dg
x . ind __ i
p] = _81'] pind=0, w,, = —8503’%’51 |‘Pmd:0’ (P54)
at constant enzyme levels u®?'. The adaptive quantities, in contrast, are defined by
xadaptive __ agopt _ indadaptive agopt ) (P55)
j - awj med:05 m - —agoind <Pmdzo.
m

Despite the different definitions, their values are identical because enzyme adaption is a second-order effect and
does not affect the first derivatives (Proof in section P3.2).

Adaptive and non-adaptive economic potentials Adaptive and non-adaptive economic potentials are defined
differently, but their values are identical. The proof is as follows. The non-adaptive economic potentials for internal
metabolites read

dg dz 0Os

ind _ - el - P
w asomd Os a(plnd ( 56)

J(ux,Le™m?)
, S(ux.L@ind)
z(s(u,x, L ™)) is the metabolic return function. For the adaptive economic potentials, we define the adapted
enzyme levels u°P' and the adaptive benefit function

where the state vector s(u, x, L %) = ( ). z(s) is the metabolic objective function, and g(u, x, ™) =

ndy = argmax, [g(u,x, @) — h(u)]

g(uP (x, "), x, ™). (P57)

uopt (X, )

t ind
g7 (%, ™)
The adaptive economic potentials for internal metabolites read:

ind 0Pt Ag°Pt 9z [ Os ds Ou°pt 0z Os 0z ds| Ou°rt
w = - = — — + — - = — - —_— —.
acpmd Os acpmd ou acpmd Os acpmd s Ou asomd

(P58)

The term in brackets is dg/0u, the total derivative of the return with respect to the enzyme levels. If the
metabolic state is completely enzyme-balanced (i.e. all reactions are active and satisfy the cost-benefit balance),
this term vanishes and Eq. (P58) yields the same result as Eq. (P56). A similar argument holds for the external
economic loads: if we differentiate g°P* by x instead of ™4, we obtain

0g% _0: [0 | Osowr] _0:0s  [0:0s] un _0:0s
Ox  Os |Ox  Ou 9x | Osdx 0s Ou

x,0pt

ox  osox U (P59)

To summarise: the first-order adaptive and non-adaptive economic potentials are identical, and the same holds for
the economic loads. Since we use only first-order quantities, the distinction between adaptive and non-adaptive
quantities does not play a role.



P4 Economic loads and compound balance

P4.1 The economic load

The total demand gf of an internal metabolite (i.e., the marginal effect gf = % of a virtual concentration change

m
07, on the metabolic return g) is the sum

g =z +Y CPEY (P60)
l

of a direct concentration gain z{ and an indirect concentration demand, which | call the economic load p§. The
load is an effective concentration gain induced by the system, i.e., the fact that the metabolite's concentration
has an influence on the metabolic return via changes of the steady state. The vector of internal loads reads

p¢=[C¢E]" = [z C'E+z  C°E|" (P61)

By summing the economic loads over conserved moieties and applying the connectivity theorem we obtain the
simple equality

L' p°=[z""C" 42" C)EL]" = -L" z°. (P62)

where we used the connectivity theorems of metabolic control analysis.

P4.2 Compound law Eq. (19)

Demonstration by thought experiment The compound rule Eq. (19) between economic loads and potentials
can be shown by a thought experiment. Consider a compensated local variation, consisting of the metabolite vari-
ation dc and compensating enzyme variations du; in all reactions directly affected by de. For exact compensation,
the enzyme levels must satisfy

O=dvy =EVde; + Lduy = du = —— BV de. (P63)
‘ uy (% ‘

The concentration change, by itself, would yield a direct fitness change z{ de¢; (by changing the metabolite level
directly) and an indirect fitness change p§ dc¢; (by affecting the rest of the system, which includes compensating
effects on the metabolite level in question). The enzyme variations would cause direct fitness changes —h}' du,
and indirect fitness changes g;’ Z—i du;. Therefore, the total fitness change reads

df = 28 de; + pSde; — hY dug + gf % du. (P64)
l

Since the compensated variation causes no change in the surrounding network, the fitness change can also be
written as a sum of direct effects

df =z de; =Y by duy. (P65)
l

A comparison between Eqs (P64) and (P65) shows that the indirect effects must cancel out:

psde; = — Z 9 Z—ll duy (P66)
7

This holds for any compensated local variation: the indirect fitness changes cause by the different local variations
must add up to zero. By inserting du; from Eq. (P63), we obtain the compound rule

pide; =Y g/ BEl'de; = pi=) g/ B (P67)
l l

In fact, our thought experiment would also work with non-enzymatic reactions (in this case, we could consider
virtual changes of rate constants). Therefore, the result holds generally for networks with non-enzymatic reactions
or non-specific enzymes.
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Direct proof of compound rule Eq. (19) The internal loads on the left, written as a row vector, read

p¢l =[z""C’ +2z°"CYE. (P68)
The right-hand side reads

g ' E=[2"+Aw] ' E=z2"+N'w°| " E=2""E+w° NE (P69)

We insert
we=2z"" C‘;md +zoT Ci“"‘ = [zV—r E+ zCT] Ci‘“‘* (P70)

and obtain

g'E = 2 "E+[z2"'E +2°"|C5..NE=[2""| + EC5] + 2 CS|E

= [27C +2°T CYE, (P71)

the same result as for the left-hand side.

P4.3 Economic potentials obtained from compound rule Eq. (10)

To derive Eq. (10), we first write the compound rule as p¢ = E' [z" + Aw®] (splitting the flux demand into
total flux gain zV and the internal economic potential balance w€). In models without moiety conservation, we
can replace p® = —z° and obtain —z° =ET z" + ET NT w® and thus

we= —(NE))) ' [BT 2" +2] = —(MT) "'z

In models with moiety conservation, we left-multiply the compound rule by LT and obtain L" p* = LT ET[z" +
Nj LT w¢]. We can now replace L" p¢ = —L' z° and obtain —L"2z° = LTE"z" + LTE" N} L' w".
Rearranging yields 0 = LT [z + E" 2'] + (NR EL)" L” w® and thus LT w® = —(NgR EL)")"ILT [ET z¥ +
z¢]. With the standard defintion of economic potentials (where dependent metabolites have vanishing economic
potentials), we finally obtain

we=—Ig (NREL))T'LT[ET 2" + 2] = -1 (MT)7ILT z°*,

P5 Balance equations

P5.1 Reaction balance (Theorem 6)

To derive the reaction balance Eq. (11), we start from the cost-benefit balance g v; = h}' u; and insert Eq. (?7?)
for the flux demands. Above, we defined the economic potentials as the demand with respect to supply fluxes
and showed that they satisfy the reaction balance. Instead, we can also derive the reaction balance directly and
interpret the quantities w; appearing in the equation as potentials. From the cost-benefit balance (3), we obtain

% — @ — g n v ed cT ~S
0 gu — C De(Eu)=[z" C +2° C°]Dg(v/u)
= 27" (I-ELM™'Ng) — z°' LM~ 'Ng] Dg(v/u)

— 27— (#* B +2°) LM Iy N] Dg(v/u)

we 'l

= [+ we' N] Dg(v/u). (P72)

The vector w¢ is exactly the vector of economic potentials defined in Eq. (P49). This trick — rewriting the control
coefficients in terms of local balances — works not only for our metabolic objective z(v, ¢), but for any differentiable
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function a(v, c) of the state variables — including likelihood functions, relating a model to experimental data. In
general, we can write its control coefficients as

C* = (a/]C+a/C=0a,+(a] +a]E)C® =a, + (a] +a] E)(-L)(NEL) !Ny
= Qy + aT Ngr (P73)

with the abbreviations a,, = da/dv; (direct flux effect on a) and a := (a. + a,E)(~L)(N EL)~! (potential of
internal metabolites representing the indirect flux effects on a).

P5.2 Compound balance (Theorem 6)

To prove the compound balance Eq. (14), we think of a metabolite that participates in enzymatic reactions only.

External metabolites. The economic load p¥ of an external metabolite is defined as p¥ = dg/0z;, where g(u, x)
is the metabolic return in steady state. The load can be written as

=Y g EY (P74)
l

with unscaled elasticities E,ZJI According to the cost-benefit balance (3), the flux demand g must be balanced
with the flux price h}' u;/v;. By inserting this into Eq. (P74) and multiplying with the external metabolite level
x;, we obtain

X u, L mv u v
rip; = Z h; ulv—j Bl = Z hi'w EY} (P75)
l l

with scaled elasticities E{!.

External parameters For other parameters p,, affecting the rates, we can define economic loads ¢, = dg/0pn,
and obtain an analogous formula

u. Pn &y u v
Prndp, = Zhl Ulv_lEp;- - Zhl ur Epiz,' (P76)
l

P5.3 Compound balance with non-enzymatic reactions

External metabolite Compound balances can comprise non-enzymatic reactions. We first consider the equation
for an external metabolite. If we sum separately over enzymatic and non-enzymatic reactions, Eq. (P75) becomes

zipt = Y WwE+ > gl EY . (P77)
l€enz lEnon
With the definitions of flux benefits by = g;" v; and enzyme costs y; = h}' u;, this reads
zipl = Y wEL+ Y b g B (P78)
l€enz l€non
Internal metabolite For internal metabolites, we split the compound rule into
p= Y WEl+ Y gl B (P79)
leenz,i l€non
and the final compound balance with non-enzymatic reactions reads
e = Y wEie Y0 (Pa0)
l€enz,i l€non

Compound balance with dilution fluxes Dilution in growing cells can be described by virtual dilution reactions
with rates vl = k ¢;. The economic potential differences for these reactions Aw$ = —w§, and with the unscaled
elasticities read Ed = dvdil/de; = K, we obtain an additional term —w$  ¢; on the right. If we bring it to the
left, we obtain the effective load p§ + wy, x ¢;.
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P6 Reconstruction of enzyme-optimal metabolic models

P6.1 Reconstruction algorithm

A flux distribution is called enzyme-optimal if it appears in a kinetic model in a stable steady state with optimal
enzyme levels. Thus, the model must enzyme-balanced and economically stable. To prove that a flux distribution
is enzyme-optimal, we need to construct such a model. To do so, one can first determine a flux distribution, then
all other steady-state variables, and finally the rate constants. Some model quantities can be predefined (e.g.,
based on experimental data) in agreement with the relevant constraints. As rate laws, we choose the simultaneous
binding modular rate law [4]. By construction, the model is thermodynamically correct and satisfies the reaction
balance and the compound balance. The construction consists of two phases.

Steady-state phase In the steady-state phase, we determine a thermodynamically and economically feasible
steady state:

1. Feasible stationary flux distribution (z;, ¢,,, v;) Fluxes and concentrations are determined by economic
flux analysis. The economic balance equation is used as a condition aside from stationarity and thermo-
dynamic constraints. We first compute consistent fluxes; concentrations; equilibrium constants; from the
latter, the chemical potentials and thermodynamic driving forces; and finally economic potentials and en-
zyme costs. These quantities must satisfy the thermodynamic sign constraints and the reaction balance
(with predefined gains zV).

2. Concentrations ¢ and equilibrium constants k®? together determine the thermodynamic driving forces
(vector ® = —AG/RT = Ink®4 — Ntot " Jog ¢). The equilibrium constants must satisfy the Wegscheider
conditions (N7 Ink®® = 0), and thermodynamic forces and fluxes must share the same directions (v, #
0 = sign(©;) = sign(v;)). The reaction affinities ©; are bounded to avoid extreme kinetic properties later
in the algorithm.

3. Reaction balance: compute or refine economic potentials and enzyme costs If the flux distribution
v is incomplete, we restrict our model to the active region. The inactive reactions can always be justified
by large enzyme prices or low catalytic constants. In the rest of the algorithm, the flux distribution v can
be assumed to be complete.

Kinetic phase In the kinetic phase of the algorithm, we construct kinetic rate laws in agreement with the
predefined steady state. We use the simultaneous binding modular rate law [4] with complete allosteric activation
or inhibition. The aim is to find rate constants such that the resulting elasticities satisfy the compound balance.
In practice, we predefine economic loads, solve the compound balance for the reaction elasticities, and then solve
for the rate constants. To ensure that our elasticities are consistent with the fluxes and thermodynamical laws,
we express them by saturation values [4], which are thermodynamically independent. In detail, the kinetic phase
of the algorithm looks as follows:

1. Linear dependencies for saturation values To satisfy the compound balance, we need to determine
saturation levels BN, 54, 8L and consistent values of the economic loads.  For the rate laws chosen (
simultaneous binding modular rate laws with complete allosteric regulation), the scaled elasticities can be
written as

amy; —my;

; - A A
B = L—p (mg; +my;) + ag mi; — Bl mi; (P81)

“ g-1
ER

where ¢ = e~"1 21/ BT and mt and m;; are the molecularities for substrates and products. The coefficients

mﬁ and m}i indicate allosteric regulation. The saturation values ﬂll\i/[, ﬁl‘?, and ﬂlli describe the binding of
reactants, allosteric activators, and allosteric inhibitors to the enzyme. Formula (P81) stems from Egs (33),
(34), (35), and (37) in [4]. From the compound balance, we obtain conditions for the saturation values.
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For external metabolites with index j, we obtain

ZyzEl? = p}‘ﬂﬂjJrZ(yzmlj)ﬂzl\f*Z(ylmf})af+2(ylm}j)ﬂgj (P82)
1 7

l l

and for independent internal metabolites (with index )
DTwES = ptet Y (ymu) B — (yemiy) agk + (yimy;) B (P83)
! 1

For details, see P6.2.

2. Linear constraints for saturation values With their left-hand sides being predetermined by earlier steps
of the algorithm, Eqs (P82) and (P83) can be used as linear constraints for the saturation values. In
addition, we set lower and upper bounds (e.g., restrict saturation values to the range [0.05, 9.95] to avoid
full saturation); metabolite loads can be predefined, but it may not be possible to realise them precisely (in
which case they are approximated). Thus, we obtain a set of linear inequalities for the saturation values and
for the metabolite loads: to obtain specific solutions, we can sample parameter sets under these constraints,
or we choose an optimal parameter set within the feasible region. In practice, we first search for a solution
using a predefined concentration gain vector z°. If no solution exists, we repeat the search, but allow for
changes of z°, which we also minimise.

3. Solving for the rate constants Before we determine the rate constants, we choose enzyme levels u; in
a physiologically sensible range (based on proteome data or proportional to the enzyme costs y;). Then
we compute the K values and activation and inhibition constants from the saturation values and the
metabolite level. For each enzyme, there remains one unknown parameter kY. the geometric mean of
forward and reverse catalytic constants. It needs to be chosen such that the reaction rates r;(c, u) from the
rate laws match the predefined fluxes v;. Given all other kinetic constants, equilibrium constants, metabolite
concentrations, enzyme levels, and fluxes v;, we can directly solve for the the constants klv

The resulting model has an enzyme-balanced steady state. If it is dynamically and economically stable (which can
be tested by inspecting the Jacobian and the fitness curvature matrix), the flux distribution is enzyme-optimal.
We can use this test as a filter for sampled models: if the Jacobian or the fitness curvature matrix has a positive
eigenvalue, the sampled model is discarded. .

P6.2 Solving the compound balance equations for reaction elasticities

In the construction of enzyme-balanced kinetic models, there is a point where fluxes v;, concentrations ¢;, and
chemical potential differences Ay have been fixed, the model has been restricted to active reactions, and enzyme
costs y; and economic potentials w; have been determined in accordance with the reaction balance. Now elasticities
and economic loads need to be chosen in agreement with the load balance equation. The simultaneous binding
modular rate laws [4] (which are used in the model) are saturable and their scaled elasticities can be written in
terms of saturation values, which we treat here as free variables. The compound balance defines linear constraints
for the saturation values; we can then determine them by quadratic programming (to find the maximum of some
Gaussian probability distribution) or by uniform sampling. These are the relevant constraints:

1. Compound balance for scaled elasticities E_X; and economic loads, for external metabolites
piw;=> k! (P84)
li

and for internal metabolites

piei= B (P85)
1
Given the values of z;, ¢;, and y;, these equations can be used as linear constraints for p§ and E7!.
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2. The internal economic loads pf satisfy the equality L p¢ = —L z°. For external metabolites, we can assume
that metabolites being consumed have positive loads and metabolites being produced have negative loads.
This yields the sign constraints (for all external loads p¥)

sign <Z nji vl> = —sign(pj). (P86)
1

These sign constraints are not mandatory, but only rules of thumb. For the case that uptake and production
fluxes of a metabolite cancel out, the sign of p} remains unconstrained.

3. In the modular rate laws, the saturation values B}¥!, 3f;, and /3};, describe the binding of reactants, allosteric
activators, and allosteric inhibitors in a metabolic state in question. For convenience, we define aly = 1— 7.
The scaled elasticities of the simultaneous binding modular rate law with complete allosteric regulation [4]
can be written in terms of the saturation values as

: - A_A
Bl = Ef — B (mlt +my;) + aj; mj; — Bl mi; (P87)

F—m
where Ef = 7@’21'_1 Li
products. The coefficients mi} and m!,; indicate allosteric regulation. Formula (P81) stems from Eqs (33),
(34), (35), and (37) in [4]. With predefined values (;, mj:, and wlﬁ;, the elasticity /! depends linearly on

the saturation values.

, G = e~ Am/RT = gng mlt and m;; are the molecularities of substrates and

4. All saturation values are constrained by 0 < f;; < 1 or tighter constraints (e.g., between 0.05 and 0.95).
Of course, only relevant saturation values (corresponding to non-zero values of m;;, m;;, mi}, or m},) need
to be considered.

P6.3 Example: enzyme and ribosome production in growing cells

Let us now consider the simple example of a growing cell in Figure 7, with a choice of elasticities that allows
for a solution. To effectively model growth maximisation at a constrained biomass concentration, we assume a
positive concentration demand for biomass (but not for the other compounds). Feasible economic potentials can
be computed from the compound rules, which entail the flux demands g)'. In the general case, the reaction rule
(P92) and the compound rule (P91) become

gV _ NTWC _"_NXTWX +2V
z° = E'g"—kw (P88)
This yields
0 = z2°+EB'[N"we4+NTw*+2"] — nwe
= W' = —(NE—sl)")'z+E" [N w*+2"]]
—(NE—-sD)") 'z +E 2"]. (P89)

The matrix in brackets is the Jacobian, and if the system is dynamically stable, it is invertible. This means that,
given the external economic potentials and the growth rate , we can solve for the internal economic potentials.

Now let us apply this to our example. We use subscripts for compounds (energy p, intermediate i, enzyme e,
ribosome r, and biomass b) and reactions (catabolism C, anabolism A, enzyme production E, ribosome production
R). Assuming that all stoichiometric coefficients are 1, and that there are no direct flux gains, the flux demands
are given by the reaction rules

gé = ’LU; + wf - w;lucose

ga = wp—w—wj

9p = we—w, —wy

gr = wWi—wy—wi (P90)

—_
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or, in matrix form,

wC
96 1 1 0 0 0 w}g -1
' - -1 -1 0 0 1 w@ n 0
g | — | -1 =110 0 e 0
9 -1 -1 0 1 0 r 0
R wg
where the first matrix is NT. The compound rules, on the contrary, read
0 = EEQE+E§92+EPEQE+E£Q}%7HW;
0 = Efgb+E!gh+E]gp+Ef gh — ruf
0 = ESgt+Elgh+ErF gy +Elgp—rwg
0 = ESgt+Egh+EFgp+El g — ruf
—2im = Ef gb+Ef' gy + Ef g + Eff g — kg

or, in matrix form,

E¢ E} EF ER N
EC EA EP ER | (99
EC¢ EA EP ER da | _y
EC EA EE ER 9E
E¢ Ef EP EP IR

c
wglucose .

€ € & &
Io0oo=a”¥o

C
wy

(PO1)

Altogether, we obtain four linear equations for the four internal economic potentials. To solve them, we need to
assign numbers to the external economic potentials and to the elasticities. We make some simple assumptions.
First, we assume that high-energy phosphates (in moles), as well as intermediates, enzymes, and ribosomes (in
carbon moles) come in equal amounts, which we set to 1. Due to dilution, and with the concentrations and
stoichiometric coefficients chosen, a steady state requires that the fluxes show the proportions (3,1,1,1) . For
the elasticities, we assume that: p and i exert scaled elasticities of 1/2 (partial saturation) if they appear as a
substrate or as a product; e and r would normally exert scaled elasticities of 1, but since each of them catalyses
two reactions, the elasticities are (factor of 1/2 for each reaction). By multiplying this with the fluxes (and
assuming that all concentrations have values of 1), we obtain the (transposed) unscaled elasticity matrix

=
Il

&
Q

nE RO\ |

g%%g -1 -1 10 0
e g | _ 1 110 0
e ER 1/3 1/3 0 1 0
B 1/3 1/3 0 1 0

Assuming, in addition, a dilution rate x = 1 and an external economic potential of 4 (instead of 1, as above) for

the biomass, we obtain

we = —(INE—xl]")"'[z°+BEN*" w¥
~8/3 —8/3 1/3 1/3 1\ "T/0
—8/3 —8/3 1/3 1/3 1 0
= - 0 0 0 o0 1| —1 0 |+0-
2 2 1 10 0
I 0 0 0 o0 4
~1/2  1/2  —1/4 —1/4 —1/4 0 1
1/2 —1/2 —1/4 —1/4 —1/4 0 1
— 0 0 -1 0 -1 0 |=]| 4
3/2  3/2 —15/4 —19/4 -3/4 0 3
0 0 0 0 -1 6 4

The vector of flux demands reads w¥ = (2, 2,2, 1) .
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P7 Ribosome overhead cost

A ribosome overhead factor fip(%) can be computed as follows. We assume ribosomes with concentration r (in
mM) and size L., (amino acids per ribosome) and non-ribosomal proteins with concentrations p; and sizes L;.
We further assume that all ribosomes are stable, that they operate at full speed, and that a ribosomes processes
p amino acid molecules per second. With a cell growth rate x and specific degradation rates x; and ki, the
effective degradation rates (in amino acid units per second) are given by

Urib = (K + Krib) Luib 7, Uprot = Z(Fv + 1) Lipr. (P93)
I

The sum of these rates must be balanced with the total protein production rate, given by vyt = pr. We obtain
the equality

PT = Urib + VUprot = (H + ’irib) Lrib r—+ Uprot - (P94)

Solving this for the ribosome level, we obtain

Uprot
r= . P95
P — (:‘i + Klrib) Lrib ( )

Thus, the effective ribosome degradation rate yields

(K + Kuib) Lyiv
P — (:‘i + Hrib) Lrib

Urib = (H + Hrib) Lrib r= Uprot - (P96)

Assuming that ribosomes are not degraded (thus setting k., = 0), we obtain

kL ib
Utot = Uprot + Urib = <1 + p_Tr}/r]b) Uprot = <p_Ter1b> Uprot - (P97)
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