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#### Abstract

A model for polynucleotide replication is presented and analyzed by means of perturbation theory. Two basic assumptions allow handing of sequences up to a chain length of $p=80$ explicitly: point mutations are sestricted to a two-digit model and individual sequences are subsumed into mutant classes. Perturbation theory is in excellent agreement with the exact results for long enough sequences $\{v>20$ ).


## 1. Introduction

Eigen [8] proposed a formal kinetic equation (eq. 1) which describes self-replication under the constraint of constant total population size:
$\frac{\mathrm{d} x_{j}}{\mathrm{~d} t}=\dot{x}_{i}=\sum_{j} n_{i}, x_{j}-\frac{x_{i}}{c} \dot{\phi}: i=1, \ldots . n^{+}$
By $x_{i}$ we denote the population number or concentration of the self-replicating element $I_{i}$, i.e., $x_{i}=\left[I_{i}\right]$. The total population size or total concentration $c=\sum_{x} x_{i}$ is kept constant by proper adjustment of the constraint $\phi: \phi=\Sigma_{i} \Sigma_{j} w_{i j} x_{i}$. Characteristically, this constraint has been called 'constant organization'. The relative values of diagonal

[^0]( $w_{u}$ ) and off-diagonal ( $w_{j,}, i \neq j$ ) rates, as we shall see in detail in section 2 , are related to the accuracy of the replication process. The specific properties of eq. I are essentially based on the fact that it leads to exponential growth in the absence of constraints ( $\phi=0$ ) and competitors ( $n=1$ ).

The non-linear differential equation, eq. 1- the non-linearity is introduced by the definition of $\phi$ at constant organization - shows a remarkable feature: it leads to selection of a defined ensemble of self-replicating elements above a certain accuracy threshold. This ensemble of a master and its most frequent mutants is a so-called 'quasi-species' [9]. Below this threshold, however, no selection takes place and the frequencies of the individual elements are determined exclusively by their statistical weights.

Rigorous mathematical analysis has been performed on eq. 1 [7,15,24,26]. In particular, it was shown that the non-linearity of eq. 1 can be removed by an appropriate transformation. The eigenvalue problem of the linear differential equation obtained thereby may be solved approximately by the conventional perturbation technique
of linear algebra (see section 2).
The main, although not exclusive, field of application for eq. 1 is polynucleotide replication. Therefore, the formal treatment was encouraged enormously by the results of expenimental work on template-directed RNA synthesis (for reviews, see refs. $12,17,21$ and 22 ; as well as refs. 3 and 20 ). These studies presented, among many other interesting aspects, experimental verifications of the predictions of the analysis of eq. 1: the concentrations of polynucleotides grow exponentially under proper conditions - at concentrations below enzyme saturation - and the individual growth properties are evaluated by selection.

A second series of studies was performed by Weissmann and co-workers $[2,5,6]$ on the simple bacteriophage QB. They were able to present experimental proof for the existence of a mutant distribution in the naturally occurring phage populations. This distribution fits perfectly into the concept of a quasi-species. Later on, nucleotide sequence heterogeneities were also found in foot-and-mouth disease virus [4] and influenza virus populations [13,19].

In this paper, we investigate the nature of the approximations used in the perturbational analysis of the linear differential equation mentioned above and show its validity for long polynucleotide sequences by means of a properiy chosen model. This model is based on experimental frequencies of mutations and seems to be suitable also for other studies on polynucleotide replication in general.

## 2. The origin of the problem

In order to illustrate the application of perturbation theory to eq. 1 we have to specify the rates $w_{i j}$ in more detail. Differing slightly from the original version [8], we treat diagonal and off-diagonal rates by the same equation:
$w_{1,}=A, Q_{i j}-D, \delta_{i j}$
where $A_{j}$ is the rate of polymer synthesis on the template $i_{j}$, i.e., the number of newly synthesized molecules per unit time and unit template concentration, irrespective of whether they are correct
copies or mutants. $D_{j}$ is the rate of degradation of polymers $I_{j}$ (by $\delta_{i j}$ we denote the Kronecker symbol: $\delta_{i j}=1$ if $i=j$ and $\delta_{i j}=0$ if $i=j$ ). The accuracy of the replication process is described by the matrix $Q=\left\{Q_{i j}\right\}$. The elements of $Q$ are dimensionless and $Q_{i,}$ is the probability of obtaining molecule $I_{i}$ through a replication of $I_{j}$. Evidently, the diagonal elements $Q_{i i}$ are identical with the quality factors $Q_{i}$ of Eigen [8]. The off-diagonal elements $Q_{i j}(i \neq j)$ are simply the probabilities of mutations. From the definition of probabilities follows immediately
$\sum_{J} Q_{v j}=1$
(a synthesized copy is either correct or erroneous). Making use of eq. 3, we can rewrite the constraint ф:
$\phi=\sum_{i} \sum_{j} w_{i}, x_{j}=\sum_{i}\left(A_{t}-D_{t}\right) x_{i}=\sum_{i} E_{i} x_{i}=c \bar{E}$
We introduced an excess productivity $E_{1}=A_{z}-D_{i}$ of template $I_{i}$ as well as its ensemble average: $\bar{E}=\sum_{i} E_{i} x_{i} / c$.

Without losing generality, we can restrict ourselves to the case $c=\sum x_{i}=1$, since the solution curves of eq. 1 do not depend on total concentration $c$ after transformation to internal coordinates: $\xi_{t}=x_{i} / c[10]$. Eq. 1 now is of the form
$\dot{x}_{i}=\left(w_{i t}-\bar{E}\right) x_{4} \div \sum_{d, j=1} w_{i, j} x_{,}$
Intuitively, eq. 5 describes a selection process. Due to elimination of the less efficiently replicating polynucleotides - for these molecules $w_{i i}-\bar{E}$ is negative $-\bar{E}$ increases monotonically in time until it reaches an optimum at the stationary state:
$\lim _{i \rightarrow \infty} \bar{E}=\vec{E}_{\mathrm{opt}}=w_{\mathrm{mm}} ; w_{\mathrm{mm}}=\max \left(w_{i} ; i=1, \ldots, n\right)$
This selection process may be disturbed by mutations in case the $w_{i j}$ values are large. As we shall see this intuition is essentially correct. We find selection if the mutation terms in eq. 5 are sufficiently small. Nevertheless, we summarize the rigorous analysis of eq. 5 first.

Following Thompson and McBride [24] or Jones et al. [15], we may remove the non-linearity in eq.

4 by a time-dependent transformation of variables
$x_{r}(t)=\exp \left\{-\int_{0}^{t} \bar{E}(\tau) \mathrm{d} \tau\right\} z_{1}(t)$
and are left with the linear equation for which we properly use vector notation ( $z$ is a column vector with the component $\left.z_{1}, i=1, \ldots, n\right)$ :
$\vdots=\omega \tau$
$W=\left(w_{i j}\right)$ is the matrix of rates. This linear differential equation can be solved by standard numerical techniques (provided $n$ is not too large). Solution curves are of the general form
$=_{t}(t)-\sum_{s} a_{i, j} \exp (\lambda, t)$
with
$a_{i j}=u_{i,} \sum_{h}\left(U^{-1}\right)_{J_{k} z_{k}}(0)$
The negative reciprocal time constants $\lambda_{j}$ are the eigenvalues of the matrix $W$. For the sake of simplicity, we consider them as being ordered $\lambda_{1}>$ $\lambda_{2}>\ldots>\lambda_{n}$. Similarly, we may assume $w_{11}>i_{22}$ $>\ldots>w_{n n}$. Thus, $\lambda_{1}$ is the largest eigenvalue and $w_{11}$ the largest diagonal element of matrix $W$. The coefficients $u_{t j}$ build up the eigenvectors of $W(U$ $=\left\{u_{i j}\right\}$ and $\Lambda=\left\{\lambda_{i j}=\lambda_{j} \delta_{i j}\right\}$ is a diagonal matrix):
$w U=U \Lambda$ or $\Lambda=U^{-1} w U$
The solution curves $x_{1}(t)$ can be obtained from known functions $z_{i}(t)$ by means of a Bernoulli equation (For further details, the reader is referred to refs. 15 and 24.)

In the following we shall be interested in stationary mutant distributions exclusively. For this purpose, a knowledge of the functions $z_{i}(t)$ is sufficient. We notice that the problem formulated in internal coordinates is invariant under the transformation (eq. 6):
$\xi_{t}(t)=\frac{x_{i}(t)}{\sum_{j} x_{j}(t)}=\frac{z_{,}(t)}{\sum_{j} z_{j}(t)}$
For the moment we assume $\lambda_{1}>\lambda_{2}$ (we shall come back to the degenerate case $\lambda_{1}=\lambda_{2}$ in section 3 ). In approaching the steady state, all contributions in eq. 8 except those of the eigenvector corresponding to the largest eigenvalue (principal eigen-
vector) will vanish:
$z_{i}(t) \xrightarrow{\text { flarge }} a_{a j} \exp \left(\lambda_{1} r\right)$
In internal coordinates we find
$\bar{\xi}_{z}=\lim _{t \rightarrow \infty} \frac{z_{,}(t)}{\sum_{j} z_{j}(t)}=\frac{a_{i t}}{\sum_{j} a_{j 1}}=\frac{u_{i} \sum_{k}\left(U^{-1}\right)_{1 k} z_{k}(0)}{\sum_{j} \sum_{k} u_{j 1}\left(U^{-1}\right)_{1 K} z_{k}(0)}$
Eq. 9 thus describes the selection process mentioned above: out of a superposition of eigenvectors, that with the largest eigenvalue is selected. This eigenvector in our problem ( $W$ is a positive definite matrix) is characterized by only positive components, $u_{i,}>0$ [7].

The largest eigenvalue and the principal eigenvector of $W$ were determined by perturbation theory [24]. To this end, the matrix $W$ is split into its diagonal and off-diagonal elements:

$$
\left.\begin{array}{rl}
w & =\left\{w_{i,}\right\}= \\
& +\left(\begin{array}{llll}
w_{11} & 0 & \ldots & 0 \\
0 & w_{22} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & w_{n n}
\end{array}\right) \\
\vdots & \vdots \\
w_{21} & 0 \\
w_{12} & \ldots \\
w_{1 \pi} \\
\vdots & w_{n 1} \\
w_{n 2} & \ldots \\
w_{2 n}
\end{array}\right)=w_{0}+w^{\prime} .
$$

The diagonal part $W_{0}$ is considered as the unperturbed system, $W$ is the perturbation.

The results are obtained at different orders of the off-diagonal elements $w_{i, j} j \neq i$. For the sake of convenience, we present the sums of all contributions up to a given order, e.g., $\lambda_{1}^{(2)}=\lambda_{1}^{(0)}+\Delta \lambda_{1}^{(1)}+$ $\Delta \lambda_{1}^{(2)}$, wherein $\Delta \lambda_{1}^{(k)}$ are the proper contributions of perturbation theory at order $k$. At zeroth order. off-diagonal elements do not enter the computation explicitly. Hence, we find [8]:
$\lambda_{1}^{(0)}=w_{11}$
By means of eq. 6. we have $w_{11}=\bar{E}$ at the steady state, from which we derive
$\xi_{1}^{(0)}=\frac{w_{11}-\bar{E}_{-1}}{E_{1}-\bar{E}_{-1}}=1-\frac{A_{1}\left(1-Q_{11}\right)}{E_{1}-\bar{E}_{-1}}=\frac{Q_{11}-\sigma_{1}^{-1}}{1-\sigma_{1}^{-1}}$

Herein, the mean excess productivity of all sequences except the master sequence $I_{l}$ is defined by
$\bar{E}_{-1}=\frac{\sum_{i=2}^{n} E_{i} x}{\sum_{i=2}^{n} x_{i}}$
and the superiority of $I_{1}$ by
$\sigma_{1}=\frac{A_{1}}{D_{1}+\bar{E}_{-1}}$
The evaluation of eq. 13 b requires some care, since it is not self-evident how to apply it. The computation of the 'mean except the master' excess productivity $\bar{E}_{-1}$ according to eq. 14 presupposes knowledge of the stationary mutant distribution $\left(\bar{x}_{i} ; i=2, \ldots, n\right)$. Strictly speaking, these concentrations are not accessible without making explicit use of the off-diagonal elements $w_{1 j}$. There are ways to get out of this problem; we mention two alternatives:
(1) In the phenomenological approach [8,9]. we consider the superiority $\sigma$ to be an empirical parameter which in principle can be determined experimentally through systematic studies on wild type and mutants. Examples are the work on QB-RNA [6] and a low molecular weight variant of it [16].
(2) Alternatively, we could make some assumptions on the mutant distribution or 'borrow' the corresponding expression for the relative frequencies of mutants form the first-order results (see eq16b). From these frequencies we obtain $\bar{E}_{-1}$ easily.

In some of our test cases to be discussed in detail in the forthcoming sections we shall circumvent this problem by assuming equal rate constants for all mutants: $E_{2}=E_{3}=\ldots E_{n}=\bar{E}_{-1}$.

In first order we obtain no contribution to the égenvaiue $\lambda_{1}$. The eigenvectors can now be expressed in the form of ratios:
$\lambda_{1}^{(1)}=\lambda_{1}^{(0)}=\boldsymbol{w}_{11}$
$\xi_{i}^{(1)}=\xi_{1}^{(1)} \frac{u_{i 1}}{w_{i 1}-x_{i t}}: i=2 \ldots \ldots n$
The relative concentration of the master sequence can be obtained from the conservation relation
$\sum_{i} \bar{\xi}_{i}=1[24]:$
$\bar{\xi}_{1}^{(1)}=\frac{1}{1+\sum_{i=1} \frac{n_{i 1}}{w_{11}-w_{i,}}}=1-\sum_{i=1} \frac{w_{i 1}}{w_{i 1}-w_{i 1}}$
Again we may introduce a mean except the master for the selective values $w_{i /}$ and find
$\bar{\xi}_{1}^{(1)}=1-\left(w_{11}-\bar{w}_{-1}\right)^{-1} \sum_{i=1} w_{11}=1-\frac{A_{1}\left(1-Q_{11}\right)}{u_{11}-\bar{W}_{-1}}$
Eq. $16 c$ is the first-order analogue of eq. $13 b$. Note that here the excess productivity is replaced by the selective values.

In second order we obtain the following results:
$\lambda_{i}^{(2)}=u_{11}+\sum_{i=2}^{n} \frac{w_{i l} u_{i t}}{w_{i 1}-u_{i t}}$
and
$\bar{\xi}_{1}^{(2)}=\bar{\xi}_{1}^{(2)}\left\{\frac{w_{i 1}}{w_{i 1}-u_{i 1}}+\sum_{,-2 . j=1}^{n} \frac{u_{i,} u_{j,}}{\left(w_{11}-u_{i 1}\right)\left(w_{11}-w_{j, ~}\right)}\right\}$

The zeroth-order equation turned out to be particularly useful: Using the condition $\bar{\xi}^{(0)}>0$, Eigen [8] was able to define an accuracy threshold below which a given sequence is inevitably lost during multiple replication. This error threshold was applied to various replication processes like enzymefree template-instructed RNA replication [9]. The error limit provides an explanation for naturally occurring genome lengths. Despite the success mentioned above, we found it somewhat unsatisfactorily to rely on zeroth-order perturbation theory, particularly in the present case where rigorous numerical tests are not accessible for reasonably long sequences. The number of possible different sequences of chain length $\nu$ equals $4^{r}$, an expression which soon goes to 'superastronomic' numbers with increasing $\nu$. In the following sections we shall analyse the validity of the perturbational approach by means of an appropriate model.

## 3. An exactly solvable test case $(n=2)$

For the purpose of illustration we consider the exceedingly simple example of two sequences ( $n=$
2). They can be understood as a master sequence and a mutant. This case has the advantage that analytical expressions of the exact solutions are easily available. From the two-dimensional eigenvalue problem, we obtain ( $w_{11}>w_{22}$ ):
$\lambda_{1}=\frac{1}{2}\left\{w_{11}+u_{22}+\left(w_{11}-u_{22}\right) \sqrt{1+\frac{4 w_{12} w_{21}}{\left(w_{11}-w_{22}\right)^{2}}}\right\}$
and
$\vec{\xi}_{1}=\frac{n_{12}}{\lambda_{1}-w_{11}+w_{12}}$.
Perturbation theory yields the following approximations
$\lambda_{1}^{(0)}=w_{11}, \lambda_{1}^{(2)}=w_{11}+\frac{w_{12} w_{21}}{w_{11}-w_{22}}$
for the eigenvalue. We recognize that these expressions follow immediately from an expansion of the square root in the exact eigenvalue
$\sqrt{1+\frac{4 w_{12} w_{21}}{\left(w_{11}-w_{22}\right)^{2}}}=1+\frac{2 w_{12} w_{21}}{\left(w_{11}-w_{22}\right)^{2}}+\ldots$
As expected the results of perturbation theory converge to the exact solution when the quotient $w_{12} w_{21} /\left(w_{11}-w_{22}\right)^{2}$ approaches zero.

For the eigenvector, first-order perturbation theory leads to the expression

$$
\bar{\xi}_{1}^{(1)}=\frac{w_{11}-w_{22}}{w_{11}-w_{22}+w_{21}}
$$

There is no second-order contribution to $\bar{\xi}_{1}$ in this simple example.


Perturbation theory is not applicable to the case of equal or almost equal selective values, $w_{11}$ and $w_{22}$. In this case we obtain for $w_{11}=w_{22}$
$\lambda_{1}=w_{11}=\sqrt{w_{12} \cdot w_{21}}$ and $\bar{\xi}_{1}=\frac{\sqrt{w_{12}}}{\sqrt{w_{12}}+\sqrt{w_{21}}}$
from the exact expressions. The two sequences thus are present in relative amounts froportional to the square roots of the off-diagonal $\sqrt{w_{12}}$ and $\sqrt{w_{21}}$. The steady state of the system is determined by the mutation terms exclusively. In the case of equal selective values, the master sequence is replaced by an ensemble of two or eventually more 'masters'. The mutant distribution belonging to such an ensemble can be obtained from perturbation theory of degenerate states [24].

Returning to the general case $w_{11}=w_{22}$, we consider concrete examples. For the sake of simplicity we assume the same quality factors for both sequences: $Q_{11}=Q_{22}=Q$. This assumption is well justified in the case where both molecules are replicated by the same molecular machinery which is characterized by a given accuracy of replication. The matrix $W$, then, is of the form
$W=\left(\begin{array}{ll}A_{1} Q-D_{1} & A_{2}(1-Q) \\ A_{1}(1-Q) & A_{2} Q-D_{2}\end{array}\right)$.
For a given set of rate constants $A_{1}, A_{2}, D_{1}$ and $D_{2}$, we calculate eigenvalue and eigenvector as a function of $Q$. Often it is appropriate to assume equal rate constants of the decomposition process: $D_{1}=D_{2}=D$. A straightforward computation


Fig. 1. Largest eigenvalue ( $\lambda_{1}$ ) and eigenvector ( $\bar{\xi}_{1}$ ) for the two-dimensional case ( $n=2$ ). We present exact solutions ( - together with the results of zeroth-order (....) and second-order ( $\ldots$, ) perturbation theory. Numerical values chosen are ( $A$ ) $A_{1}=4$. $A_{2}=1 . D_{1}=D_{2}=0$ and (B) $A_{1}=6, A_{2}=3, D_{1}=2$ and $D_{2}=1$ in arbitrary reciprocal time and concentration units.
shows that the eigenvector is independent of $D$ in this case.

Graphs for two concrete numerical examples are shown in fig. 1. We observe the expected behaviour of the approximative solutions when $Q$ deviates gradually from 1. The zeroth-order approximation diverges first from the exact solution. At a certain critical $Q$ value, generally denoted by $Q_{\text {min }}$, the component $\bar{\xi}_{1}^{(0)}$ of the zeroth-order eigenvector vanishes. This indicates ultimate breakdown of the zeroth-order approach. As we shall see later on $Q_{\min }$ is of great importance for long sequences where the zeroth-order approximation turns out to be very close to the exact solution, provided $Q>Q_{\min }$.

The first- or second-order expressions are better approximations to the exact solutions and remain useful down to smaller values of $Q$. We note that $\xi_{1}^{(2)}$ diverges when $w_{11}$ approaches $w_{22}$. This may happen at $Q \rightarrow 0$ in the case $D_{1}=D_{2}$ (fig. 1a) or at some finite $Q$ value in the case $D_{1}>D_{2}$ (fig. 1b).

We would like to draw the reader's attention to a treatment of the wild type and mutant of bacteriophage $Q B$ by means of a two-dimensional model system [1].

## 4. A simplifying model for replication with errors

In order to conceive a model for polynucleotide replication with errors we have to consider the nature of mutations in some detail. The available experimental data (for a recent ki.retic study on RNA replication, see ref. 3) establish that tem-plate-induced replication proceeds digit per digit from the $5^{\prime}$ end to the $3^{\prime}$ end of the newly synthesized molecule. Point mutations are single-digit errors of the replication process. For the sake of simplicity we dispense with a discussion of other, usually rare sources of replication errors except point mutations. But, in principle, deletions or insertions occur as well. They could be incorporated into a modified model. Accordingly. we can assign a single-digit accuracy to every propagation step of the growing chain. In the case of a polymer with $\nu$ segments the quality factor $Q$ can be written down as a product of $y$ individual factors ( $q_{;}$; $i=1, \ldots, \nu$ ). This assumption does not necessarily
mean that a single-digit accuracy of the replication process is independent of the preceding base-pairs. The influence of these base-pairs is implicitly contained in the corresponding, position-dependent $q$ factor. For the correct replication of a given polynucleotide, e.g., $I_{k}$, we obtain:
$Q_{k k}=q_{1}^{(k)} q_{2}^{(k)} \ldots q_{k}^{(k)}=\bar{q}_{k}^{k}$
where $q_{1}$ is the single-digit accuracy of the incorporation of the first base, $q_{2}$ that of the incorporation of the second base, etc. This singledigit accuracy depends on the nature of the base to be incorporated, on the preceding base-pairs. and on the mechanism of replication as well as on environmental factors. Following eq. 18, we define a mean single-digit accuracy $\bar{q}_{k}$ which accounts implicitly for all these influences. and which is characteristic for a given sequence $I_{k}$. For long enough, naturally occurring, particularly non-repetitive polynucleotides with similar mean base compositions, these mean single-digit accuracies will mainly depend on the mechanisms of replication, since specific neighbour effects cancel out in long sequences.

With slight modifications, eq. 18 is also useful as a quantitative measure for the frequencies of the various point mu:ations. To this end, we have to assign single-digit mutation frequencies to the different base exchange processes. Proceeding systematically we distinguish three classes of base exchanges: (1) purine-purine and pyrimidinepyrimidine, an AU pair is replaced by a GC pair and vice versa; (2) intrapair exchange, $A$ is replaced by $U$ or $G$ is replaced by $C$ and vice versa; and finally (3) interpair purine-pyrimidine exchange, $A$ is replaced by $C, U$ by $G, G$ by $U$ or $C$ by A. All possibilities are summarized in table 1. Again we can account implicitiy for the irfluences of the preceding base-pairs on the nistation frequencies and assign position-dependent factors for base exchange (table 1 and fig. 2). We denote the three mutation frequencies at position ' $i$ ' of the polynucleotide $I_{k}$ by $\alpha_{i}^{(k)}, \beta_{i}^{(k)}$ and $\gamma_{i}^{(k)}$. In absence of insertions and deletions we have the conservation relation
$q_{i}^{(k)}+\alpha_{i}^{(\lambda)}+\beta_{i}^{(h)}+\gamma_{s}^{(k)}=1$
which simply expresses the fact that we have one

Table 1
Systematics of point mutations

| Base in the original sequence | Class of point mutation |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Purine-purine pyrimidine-pyrimidine exchange |  | Intrapair exchange |  | Interpair purine-pyrimidine Pynimidine-purine exchange |  |
|  | Base in the mutant | Frequency | Base in the mutam | Frequency | Base in the mutant | Frequency |
| G | A | $\alpha^{(C)}$ | C | $\beta^{(G)}$ | U | $\gamma^{(c)}$ |
| A | G | $\alpha^{\text {(A) }}$ | U | $\beta^{(A)}$ | C | $\gamma^{(A)}$ |
| C | U | $\mathrm{a}^{(\mathrm{C}}$ | $G$ | $\beta^{(C)}$ | A | $\gamma^{(C)}$ |
| U | $c$ | $\mathbf{a}^{(U)}$ | A | $\beta^{\text {fay }}$ | $G$ | $7^{(0)}$ |

of the four bases at pusition i in the replica. For these four possibilities, the correct copy and the three mutations at position $i, \mathrm{I}_{k} \rightarrow \mathrm{I}_{2}, \mathrm{I}_{k} \rightarrow \mathrm{I}_{m}$, $I_{k} \rightarrow I_{p}$, we thus obtain the following four elements of the $Q$ matrix:

$$
\begin{align*}
& I_{k} \rightarrow I_{k}: Q_{k k}=q_{1}^{(k)} q_{2}^{(k)} \ldots q^{(k)} \ldots q^{(k)}  \tag{18}\\
& I_{k} \rightarrow I_{i}: Q_{t h}=q^{(k)} q_{2}^{(k)} \ldots a_{k}^{(k)} \ldots q_{k}^{(k)}  \tag{20a}\\
& I_{k} \rightarrow 1_{m}: Q_{m k}=q_{1}^{(h)} \cdot q_{2}^{(N)} \ldots \beta_{2}^{(\alpha)} \ldots q_{k}^{(k)} . \tag{20b}
\end{align*}
$$

$\mathrm{I}_{k} \rightarrow \mathrm{I}_{p}: Q_{p h}=q_{1}^{(\lambda)} \cdot q_{2}^{(\alpha)} \ldots \gamma_{1}^{(\alpha)} \ldots q_{r}^{(\alpha)}$
All these expressions are exact insofar as neighbouring effects are taken into account implicitly. As we see from fig. 2, the pattern of possible mutations becomes exceedingly complicated for larger values of $\nu$ and hence we have to look for physically meaningful simplifications.

Systematic studies on base replacements in bacteriophage RNA replication $[2,5,16]$ revealed


Fig. 2. Systematies of point mutations. We distinguish three classes of base exchange processes: (1) purine-purine, pyrimidine-pyrimidine exchange ( - ), (2) intrapair exchange ( - - ) and (3) interpair purine-pyrimidine exchange (.....). We present the two most simple examples, $v=1(A)$ and $v=2$ (B). In the case where we restrict our analysis to base exchange processes of one class only, the set of $4^{\prime \prime}$ different sequences can be partitioned into $2^{\prime \prime}$ disjoint subseis of $2^{\prime \prime}$ elements. The $2^{\prime \prime}$ elements form a puve - for the sake of simplicity we use 0 and 1 as digits after restriction. In the case of $y=1$ we obtain a straight line (A). in the case of $w=2$ a square (B). The rationale behind this simplification is to be seen in the expe-imental fact that base exchange processes of class 1 oceur nach more readily than those of the other two classes (cf. table 1).
that purine-purine, pyrimidine-pyrimidine exchange is the most frequently occurring type of point mutations, at least in the particular cases investigated. The physics behind this finding seems to lie in the relative stability of the GU or UG wobble pairs. Presumably, this preference is very general and not an idiosyncrasy of some peripneral bacteriophages. The other two classes of point mutations then are rare events and we have:
$\beta, \gamma \ll \alpha=1-q$
Our simplifying model is based on the validity of eq. 21 and the 'averaging out' of neighbouring effects in long sequences. We assume the same mean single-digit accuracy for all polynucleotides under consideration, $\bar{q}_{k}=q$, and we restrict our model to mutations of class $1: \alpha=1-4$. Then, the diagram of possible mutations recuces to a set of equivalent cubes of dimension $\nu$ (figs. 2 and 3; these ' $\nu$ cubes' are straight lines for $\nu=1$, squares for $\nu=2$, cubes for $\nu=3$, etc.). The $Q$ matrix is of a fairly simple form, since the frequency factors $Q_{j k}$ for mutations of this class, $I_{k} \rightarrow I_{j}$, depend on the Hamming distances of the two sequences, $D_{j k}$, only. The Hamming distance is the smallest number of base exchanges which convert a given sequence ( $\mathrm{I}_{k}$ ) into another ( $\mathrm{I}_{j}$ ):
$I_{k} \rightarrow I_{j}: D_{j k}=d ; Q_{j k}=q^{-d}(1-q)^{d}$
The rare mutations which we have excluded by means of eq. 21 can be visualized easily by jumps from a given $\nu$ cube to an equivalent one within the complete mutation diagram (fig. 2; to give examples such jumps lead from the A-G line to the U-C line in the $\nu=1$ case or from the (AA,AG,GG,GA) square to one of the three other squares, e.g., the (UA,UG,CG,CA) square for $\nu=$ 2).

## 5. Some low-dimensional test cases $(v=3)$

The system with $\nu=3$ consists of eight different sequences $(n=8)$ : the scheme of mutations is shown in fig. 3. The $Q$ matrix is mapped onto a ' 3 cube', every edge of the cube corresponds to a factor $1-q$. The matrix element $Q_{i j}$ thus is of the form $q^{3-d}(1-q)^{d}$ where $d$ is the minimum num-


Fig. 3. The eight sequences of the two-digit system with $\nu=3$.


Fig. 4. Numerical integration of eq. 1. the rate constants chosen are: $A_{1}=5, A_{2}=3, A_{3}=2, A_{4}=\ldots=A_{8}=1.1$ and $D_{1}=\ldots=$ $D_{8}=1.0$ in arbitrary reciprocal time and concentration units. The single-digit accuracy of replication was $q=0.8$. Initial concentrations: $x_{1}(0)=1, x_{2}(0)=2, x_{3}(0)=7$ and $x_{4}(0)=\ldots=$ $x_{8}(0)=0$ were applied.

Table 2
The steady state of the system described in fig. $4(\nu=3$; $q=0.8$; the $A$, values are $5,3,2,1.1,1.1,1.1,1.1$ and 1.1 for $i=$ $1, \ldots, 8$, respectively)
We present the exact eigenvector together with the results of first- and second-order perturbation theory according to eqs. 166 and $17 b$.

| $\bar{\xi}_{:}$ | Perturbation theory |  | Exact values |
| ---: | :--- | :--- | :--- |
|  | First order | Second order |  |
| $i=1$ | 0.381 | 0.305 | 0.347 |
| 2 | 0.238 | 0.209 | 0.184 |
| 3 | 0.159 | 0.144 | 0.139 |
| 4 | 0.122 | 0.115 | 0.113 |
| 5 | 0.031 | 0.079 | 0.073 |
| 6 | 0.031 | 0.070 | 0.064 |
| 7 | 0.031 | 0.051 | 0.051 |
| 8 | 0.008 | 0.026 | 0.031 |

ber of edges separating the two corners corresponding to the sequences $I_{i}$ and $I_{j}$. In order to make it easier to follow the forthcoming discussion it is worthwhile to present the matrix $W$ for this example (as introduced in fig. 2 the two digits are denoted by 0 and 1 ):

| $W$ |  | 000 | 100 | 010 | 00: | 110 | 101 | 011 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 000 | 1 | $A_{1} q^{3}$ | $A_{2} q^{2}(1-q)$ | $A_{3} q^{2}(1-q)$ | $A_{4} q^{2}(1-q)$ | $A_{5} q(1-q)^{2}$ | $A_{6} q(1-q)^{2}$ | $A_{7} q(1-q)^{2}$ | $A_{8}(1-q)^{3}$ |
| 100 | 2 | $A_{1} q^{2}(1-q)$ | $A_{2} q^{3}$ | $A_{3} q(1-q)^{2}$ | $A_{3} q(1-q)^{2}$ | $A_{5} q^{2}(1-q)$ | $A_{6} q^{2}(1-q)$ | $A_{7}(1-q)^{3}$ | $A_{s} q(1-q)^{2}$ |
| 010 | 3 | $A_{1} q^{2}(1-q)$. | $A_{2} q(1-q)^{2}$ | $A_{3} q^{3}$ | $A_{4} q(1-q)^{2}$ | $A_{5} q^{2}(1-q)$ | $A_{6}(1-q)^{3}$ | $A_{7} q^{2}(1-q)$ | $A_{\mathrm{x}} q(1-q)^{2}$ |
| 001 | 4 | $A_{1} q^{2}(1-q)$ | $A_{2} q(1-q)^{2}$ | $A_{3} q(1-q)^{2}$ | $A_{4} q^{3}$ | $A_{5}(1-q)^{3}$ | $A_{6} q^{2}(1-q)$ | $A_{7} q^{2}(1-q)$ | $A_{\mathrm{s}} q(1-q)^{2}$ |
| 110 | 5 | $A_{1} q(1-q)^{2}$ | $A_{2} q^{=}(1-q)$ | $A_{3} q^{=}(1-q)$ | $A_{4}(1-q)^{3}$ | $A_{5} q^{3}$ | $A_{6} q(1-q)=$ | $A_{7} q(1-q)=$ | $A_{8} q^{=}(1-q)$ |
| 101 | 6 | $A_{1} q(1-q)^{2}$ | $A_{2} q^{2}(1-q)$ | $A_{3}(1-q)^{3}$ | $A_{4} q^{2}(1-q)$ | $A_{5} q(1-q)^{2}$ | $A_{6} q^{3}$ | $A_{7} q(1-q)^{2}$ | $A_{8} q^{2}(1-q)$ |
| 011 | 7 | $A_{1} q(1-q)^{2}$ | $A_{2}(1-q)^{3}$ | $A_{3} q^{2}(1-q)$ | $A_{4} q^{2}(1-q)$ | $A_{5} q(1-q)^{2}$ | $A_{6} q(1-q)^{2}$ | $A_{7} q^{3}$ | $A_{s} q^{2}(1-q)$ |
| 111 | 8 | $A_{1}(1-q)^{3}$ | $A_{2} q(1-q)^{2}$ | $A_{3} q(1-q)^{2}$ | $A_{4} q(1-q)^{2}$ | $A_{5} q^{2}(1-q)$ | $A_{6} q^{2}(1-q)$ | $A_{7} q^{2}(1-q)$ | $A_{8} q^{3}$ |

At first, we consider an integration of the differential equation (eq. 1) with a properly chosen set of numerical values for rate constants and initial concentrations. The resulting solution curves are presented in fig. 4. It takes about three time units for the system to reach the steady state. A comparison of the stationary eigenvectors obtained by first- and second-order perturbation the-
ory and by exact calculation is shown in table 2. We realize the expected improvement of the firstorder results by the second-order terms. This particular case study provides also an opportunity to check the reliability of the zeroth-order approximation. As we have outlined before, a computation of the superiority ( $\sigma_{1}$ ) of the master sequence ( $I_{1}$ ), if it is not determined experimentally, requires a knowledge of the quasi-species distribution. For the purpose of comparison, we may use the three eigenvectors summarized in table 2 and obtain from first-order perturbation theory
$\sigma_{1}=2.424$ and $\bar{\xi}_{1}^{(0)}=0.169$
from second-order perturbation theory
$\sigma_{1}=2.690$ and $\bar{\xi}_{1}^{(\mathrm{C})}-0.233$ and
from the exact quasi-spucies distribution
$\sigma_{1}=2.739$ and $\bar{\xi}_{1}^{(0)}=0.231$.
It is somewhat satisfactory to notice that the use of the exact results leads to that value of $\bar{\xi}_{1}^{(0)}$ which is closest to the correct numerical value ( $\bar{\xi}_{1}$ ).

In the next example we consider the $Q$ dependence of the steady state. In order to avoid any difficulty in the computation of the superiority $\sigma_{1}$,
we assume equal rate constants for all mutants ( $A_{2}=A_{3}=\ldots,=A_{8}=1$ ). All decomposition rate constants were chosen to be equal as well and hence do not enter into the calculation of the mutant distribution. Without losing generality, we put $D_{1}=D_{2}=\ldots=D_{8}=D=0$. For $A_{1}=4$, we thus have a superiority $\sigma_{1}=4$ independently of the final mutant distribution. The results are shown in


Fig. 5. Largest eigenvalue $\left(\lambda_{1}\right)$ and the coefficient ( $\bar{\xi}_{1}$ ) of the corresponding eigenvector for the eight-dimensional case ( $v=3$, $n=8$ ). We present exact solutions (-) together with the resuits of zeroth-order ( .-. - ). first-order ( . . . . ) and second-order (----) perturbation theory. Numerical values chosen are: $A_{1}=4, A_{2}=\ldots=A_{8}=1$ and $D_{1}=\ldots=D_{8}=0$ in erbitrary reciprocal tirne and concentration units.
fig. 5 . We notice subsequent deviations of the zeroth- (first) and second-order perturbational approach from the exact curves for eigenvalues and eigenvectors. As expected the second-order approximation to the eigenvalue diverges for $Q \rightarrow 0$. We observe also that the exact solutions for $\tilde{\xi}_{1}$ and $\lambda_{i}$ pass through a minimum and increase again when $Q \rightarrow 0$. We shall draw our attention to this fact on the basis of the next example.

Now we consider the same dependence of the eigenvector on the accuracy of the replication process but we take a slightly different point of view. We plot our results as functions of the single-digit accuracy $q$ (fig. 6). In principle, the change from $Q$ to $q=\sqrt[3]{Q}$ means only a scaling of the abscissa. We shall, however, consider the physical interpre-


Fig. 6. The mutant distribution in the quasi-species ( $p=3$ ). The eigenvector ( $\bar{\xi}_{i} ; i=1, \ldots, 8$ ) corresponding to the largest eigenvalue ( $\lambda_{1}$ ) is presented as a function of the single-digit accuracy $g$. Note that all sequences are present in equal amounts at the point of stochastic replication ( $q=0.5$ ). For $q<0.5$ we observe complementary replication: sequences are selected in pairs ( $I_{1}, I_{8}$ ), ( $I_{2}, 1_{7}$ ), $\left(I_{3}, I_{6}\right)$ and ( $I_{4}, I_{5}$ ). These pairs are complementary sequences (cf. fig. 3). The numerical values chosen are: $A_{1}=10, A_{2}=\ldots=A_{8}=1$ and all $D$ values equal.
tation of the $q$ dependence. At $q=1$ we have accurate replication. Every digit is duplicated with ultimate precision. Single-digit accuracies $q<1$ imply a certain frequency of errors. Once in a while the wrong digit is incorporated during the replication process.

Let us consider now the case $q=0.5$. Correct and wrong digits are incorporated with equal frequencies. In this case we may speak of statistical replication, since there is no direction of the replication process by the template: all sequences, the correct copy and the mutants are formed with equal probabilities. Accordingly, even the most efficient template - the master sequence $I_{1}$ at large enough $q$ values - does not benefit from its larger rate constant ( $A_{1}$ ). Hence, as we see in fig. 6, all eight sequences are present in equal concentrations at $q=0.5$.

Single-digit accuracies $q<0.5$ mean that wrong digits are incorporated with higher frequencies than the correct ones. Thus, we find another kind of regularity with an altered logic of replication. At $q=0$ we encounter again a completely determined situation: digits alternate, every ' 0 ' is replaced in the copy by a ' 1 ' and vice versa. What we observe is replication by means of complementary strands. This kind of a replication process has been studied in some detail before [8] (see also ref. 9). The matrix $W$ at $q=0$ can be factorized into four $2 \times 2$ diagonal blocks, each combining two complementary sequences, $\mathrm{I}_{+}$and $\mathrm{I}_{-}$. All these blocks are of the same form:

|  | $I_{-}$ | $I_{-}$ |
| :--- | :--- | :--- |
| $I_{+}$ | 0 | $A_{-}$ |
| $I_{-}$ | $A_{+}$ | 0 |

The positive eigenvalue and the cora" ponding eigenvector of this $2 \times 2$ matrix are $\lambda=\sqrt{A_{+} A_{-}}$ and $\bar{\xi}_{+}=\sqrt{A_{-}} / \sqrt{A_{+}}+\sqrt{A_{-}}$. In our example we are dealing with four plus-minus ensembles: $(000,111),(100,011),(010,101)$ and $(001,110)$. These four plus-minus ensembles compete. The subsystem with the largest eigenvalue contains the plusminus ensemble which is selected. In fig. 6 this is the combination ( 000,111 ). Note that the two sequences are present in the ratio $1 / \sqrt{10}$ at $q=0$, since we applied the following rate constants: $A_{1}$
$=10, A_{2}=A_{3}=\ldots A_{8}=1$. In the case of two-digit replications we are in a position to describe direct and plus-minus replication by the same general type of equation. In terms of single-digit accuracies the former mechanism is restricted to the domain $1 \geq q>0.5$. The latter case can be characterized by $0 \leq q<0.5$. Finally, we would like to mention one point: the nice property eq. I receives through the incorporation of eq. 22, namely the ability to describe both. direct and plus-minus replication, holds only for true two-digit systems. We can apply the equation in both ranges to approximative treatments of the biological four-digit-(G,A,C.U) system. e.g.. as we did by means of eq. 21 in the domain $1 \geq q>0.5$. Then, the nature of the approximation, however has to be different: from eq. 21 follows that $\mathbf{A}$ is the most likely alternative to $G$ in mutations, whereas $G, C$ complementarity is the basis for plus-minus replication in the range $0 \leq q<0.5$.

## 6. A model for cases of higher dimensions ( $\boldsymbol{v}>3$ )

In section 4 we made an attempt to simplify the analysis of eq. 1 by introducing a two-digit system. However, the number of possible sequences. $n=2^{n}$. is still restrictive for a complete analysis of higher-dimensional cases. Nevertheless, we are looking for a test of the results from perturbation theory for longer sequences. Consequently, we need another kind of simplification which leads to a drastic reduction of the dimension of the eigenvalue problem to be solved. For this goal we form classes of sequences within a quasi-species distribution. These classes are defined by means of the Hamming distances between the master sequence and the sequence under consideration. Class 0 contains exclusively the master sequence, class 1 all $\nu$ one-error mutants, class 2 all ( $\left.\begin{array}{c}v \\ 2\end{array}\right)$ two-error mutants, etc. In general, we have all $\binom{k}{k} k$-error mutants in class $k$. Now we make two assumptions concerning the rate constants in order to prepare the system for a reduction of the $2^{k}$-dimensional differential equation for individual sequences to a $(\nu+1)$-dimensional equation for individual classes: (1) all rate constants for the degradation process are assumed to be equal $D_{1}=D_{2}=\ldots=D_{z v}=D$
and, hence, have no influence on the stationary mutant distribution; and (2) all formation rate constants are assumed to be equal within a given class, i.e., for
class $0, \quad A_{0}=A_{0}^{\prime}$; for
class 1, $A_{1}=A_{2}=\ldots=A_{p}=A_{1}^{\prime}$; for
class 2, $A_{r+1}=A_{r+2}=\ldots$

$$
A_{r+(2)}-A_{2}^{\prime} ; \text { and, in general, for }
$$

class

$$
\begin{aligned}
k, & A_{(\mathrm{j})+\left(z_{2}^{\prime}\right)+\ldots+\left(k_{k-1}^{\prime}\right)+1}=\ldots= \\
& A_{(\mathrm{j})+\left(\frac{1}{2}\right)+\ldots+\left({ }_{k}^{\prime}\right)=} A_{k}^{\prime}
\end{aligned}
$$

New variables $y_{i}$ are introduced for the concentrations of classes:



Fig. 7. Distribution of mutant classes as a function of single-digit accuracy $q$ ( $\nu=3$ and 4). By $\Sigma I_{(m)}$, we denote the sum of all $m$-error mutants of the master sequence $I_{G}$. These are all mutants which are characterized by a Hamming distance $D=m$ from the master sequence. The corresponding sum of concentrations is denoted by $\bar{y}_{m}$. At the point of stochastic replication ( $q=0.5$ ) all sequences are present in equal amounts. The distribution of mutant classes then is given by the binomial coefficients: $\bar{y}_{m}=\left(\begin{array}{c}\boldsymbol{v}\end{array}\right) \cdot 2^{-r}, ~ N u m e r i c a l$ values chosen are the same as in fig. $6\left(A_{0}=10 ; A_{i}=1, i=0\right.$, all $D$, equal).


Fig. 8. The range of validity of perturbation theory in the calculation of quasi-species distributions as a function of the chain length $\nu$. We present the coefficient of the master sequence in the stationary distribution: $\bar{\xi}_{1}$ is the exact solution (upper curve), $\bar{\xi}_{1}^{(0)}$ the zeroth-order approximation (lower curve). Note that the agreement gets better and better the longer the sequences are. For $=50$ both curves coincide for practical purposes. Numerical values chosen are the same as in fig. 6 ( $A_{0}=10 ; A_{i}=1, i=0$; all $D_{i}$ equal).
with $m=\min (k, \nu-k)$.
The differential equation we have to study now is analogous to eq. 5 , after insertion of eq. 2 :
$\dot{y}_{i}=y_{i}\left(A_{i} Q_{i}-D-\bar{E}\right)+\sum_{j=1} A_{i} Q_{i} ; i_{i}, j=0,1, \ldots,{ }^{2}$
The obvious difference between eqs. 5 and 26 is to be seen in the structures of the matrices $Q$ and $Q^{\prime}$ : $Q$ is symmetric, $Q_{i j}=Q_{j i}$, since the statistical probabilities of mutations and corresponding backward mutations are equal. The same rationale does not hold for classes of mutants
$Q_{i j}^{\prime}=Q_{j i}^{\prime}$.
In fig. 7 we present the distribution of the mutant classes for systems with $y=3$ and $y=4$ as functions of the single-digit accuracy $q$. At $q=0.5$ the concentrations of the individual sequences become equal; since we have stochastic replication $q=1-$ $q$, incorporation of correct and complementary digit occurs with the same probability. Then, the
frequencies of the mutant classes are simply given by binomial coefficients. For the stationary concentration of the mutant class $j$ we find
$\bar{y}=\frac{1}{2^{*}}\binom{v}{j}: j=0.1 \ldots \ldots+1: q=0.5$
For $q<0.5$ we observe complementary replication: a given sequence is selected together with the complementary strand.

The change in variables - from concentrations of individual sequences to concentrations of whole mutant classes - reduced the number of variables from $2^{r}$ to $\nu+1$ and we are now in a position to test the range of validity of the approximations derived by perturbation theory. The results obtained can be subsumed under two important statements:
(1) the longer the polynucleotide sequence is. the better is the agreement between perturbation theory and exact results (fig. 8). For long enough sequences, $y>\bar{i} 0$, the zeroth-order approximation


Fig. 9. Distribution of mutant classes as a function of the single-digit accuracy 9 for $y=10$. Note the transition from direct to stochastic replication around $q_{\mathrm{m} n \mathrm{n}}$. In comparison to fig. 7 we realize the existence of a broad domain of stochastic replication which was restricted to the point $q=0.5$ for the short sequences ( $p=3,4$ ). For basic definitions and numerical values see fig. 7 .
practically coincides with the exact solution as long as the replication process is accurate enough. What 'accurate enough' means can be defined precisely by means of the zeroth-order approximaiion to the eigenvector of the largest eigenvalue (eq- 13b). A non-vanishing concentration of the master sequence ( $I_{v}$ : requires:
$\bar{\xi}_{0}^{(0)}>0 \rightarrow Q_{\infty}>Q_{\min }=q_{\min }^{*}=\sigma_{0}^{-1}=$
The rarge of validity of the analysis by perturbation theory thus is given by $q>q_{\min }=\left(\sigma_{0}\right)^{-1 / p}$.
(2) The range of $q$ values where stochastic replication occurs spreads enormously with increasing

[^1]oligomer length $\nu$. For $\nu=3$ and $\nu=4$ (fig. 7) we observe a uniform distribution, i.e., equal concentration of sequences, exclusively at the value $q=0.5$ (In these two cases, the critical single-digit accuracies are $q_{\min }=0.464$ for $\nu=3$ and $q_{\min }=$ 0.562 for $\nu=4 ; \sigma_{0}$ was chosen to be 10 in all examples presented in figs. 7-10.) For $\nu=10$ (fig. 9), the existence of a stable quasi-species is confined to the range $1>q>q_{\min }=0.794$. Stochastic replication is observed for single-digit accuracies $q<0.7$, since the concentrations of all sequences are equal for practical purposes beyond this value. For longer sequences, we show plots for $y=50$ in fig. 10, the transition from the range of stable mutant distributions to stochastic replication sharpens enormously. We find a uniform se-


Fig. 10. Distribution of mutant classes as a function of the single-digit accuracy $q$ for $y=50$. Note the sharpness of the transition from direct to stochastic replication around $q_{\mathrm{man}}$. This is seen best on the logarithmic plot. In the domain of stochastic replicatior individual concentrations become exceedingly small: $\bar{\xi}_{1}=8.9 \times 10^{-16}, i=0 \ldots 2^{50}-1$. For basic definitions and numerical values see fig. 7 .
yuence distribution at single-digit accuracies $q<$ $q_{\text {min }}$ very close to the critical value already' (The relative concentrations of individual sequences then become exceedingly small, $\bar{\xi}_{i}=2^{-50}=8.9 \times$ $10^{-16}$.) For polymer sequences ( $\nu>50$; this transition sharpens further (we exteried our calculation up to the size of tRNA-iike molecules with $\nu=80$ ). The concept of a sharp error threshold as championed by Eigen and Schuster [9] is thus well justified.

The numerical finding that perturbation theory and exact solution yield converging results for increasing chain lengths $\nu$ in the range of accurate enough replication can be confirmed analytically [23]. The relative importance of second-order contributions to the eigenvalue vanishes for large $\nu$ and $w_{11}>\bar{E}_{-1}$ :
$\lim _{r \rightarrow \infty} \frac{\Delta \lambda_{1}^{(2)}}{\lambda_{1}^{(0)}}=0$.
Inspection of higher-order terms leads to the strong conjecture that these contributions vanish as well and, thus, the zeroth-order result coincides with the exact solution.

## 7. Conclusion

The model we applied to polynucleotide replication is based essentially on two assumptions: (1)
replication errors are restricted to point mutations which are described by a two-digit model. and (2) the kinetic parameters of all sequences in a certain mutation class are assumed to be equal. Both assumptions, at first glance, may appear somewhat unrealistic. The first assumption can be justified more easily because of the unequal frequencies for different types of base exchange processes (see the data on bacteriophage QB quoted in section 4; for the frequencies of point mutations in higher organisms and their interpretation by information theory see, e.g., ref. 25). The second assumption is more restrictive: Not all one-error mutants will have the same kinetic properties and the same will be the case for the sequences in the other mutant classes. When we study established populations, as we do here, and dispense with a consideration of


Fig. 11. Replication as a function of single-digit accuracy (schematic).
changes in the environment, the distribution of kinetic parameters within the mutant classes, however, has little influence on general results only. Through these two assumptions we are now able to handle up to $2^{80}$ and more individual sequences explicitly.

The model enabled us to derive three general results for the kinetics of self-replication with errors:
(1) In the range of sufficient replication accuracy, i.e., the range in which stable mutant distri-butions-cialasi-species-are found, (zeroth-order) perturbation theory predicts the exact distributions of polynucleotide sequences ( $\nu>20$ ) very well. The differences between approximate and exact solutions decrease with increasing chain length.
(2) The kinetic model applied described both direct and complementary (plus-minus) replication in different domains of the single-digit accuracy $q$ (fig. 11). Above the critical accuracy, $1 \geq q>q_{\text {min }}$. we have direct replication and formation of $\bar{a}$ quasi-species. Below another critical value of $q$ which we denote here by $q_{\max }$, i.c., in the domain $q_{\text {max }}>q \geq 0$, we observe complementary replication and formation of a kind of quasi-species the elements of which are plus-minus pairs of polynucleotide sequences.
(3) the domains of direct and complementary replication are separated by an intermediate range of stochastic replication, $q_{\min }>q>q_{\max }$. In this range all sequences have equal probabilities. Replication is not accurate enough in order to sustain faithful transfer of sequences from one generation to the next. The kinetic parameters have no influence on the stationary mutant distribution. For very short sequences ( $\nu \leq 4$ ) this intermediate range is more or less confined to the point $q=0.5$. With increased chain length $\nu$, however, $q_{\text {min }}$ is readily shifted towards $q=1$ whereas $q_{\text {max }}$ moves towards $q=0$. In the case of longer sequences. polynucleotides with $\nu>50$, both domains of faithful replication are very small compared to the troad intermediate range of stochastic replication.

Stochastic replication has another important aspect which is not quite evident rom the preceding discussion of the results derived from differen-
tial equations. The number of possible sequences is superastronomic $2^{F}$ or $4^{p}$, respectively, already for polynucleotides of medium chain lengths. Thus, it exceeds by far the number of individuals in any realizable population. The range of stochastic replication, as we have shown by means of exact numerical solution of the eigenvalue problem, can be understood as an extension of the point $q=0.5$. Here incorporations of correct and erroneous bases occur with equal probabilities. Hence, all sequences are present in equal amounts in the range of stochastic replication. The deterministic approach is no longer appropriate, since we really cannot have less than a single copy of a given sequence in the volume under consideration. We are dealing with a set of sequences which changes from generation to generation. New sequences appear due to copying errors and a certain percentage of the old sequences disappears as a consequence of degradation and dilution. The notion 'presence in equal amounts' can be replaced (at best) by 'equal probability of realization' in the course of a long-term experiment (The increase in accessible sequences due to the effect of multiple turnover is rather limited, since the time available is small compared to the largeness of numbers like $2^{\prime \prime}$ or $4^{p}$ with $\nu>100$.).

Faithful replication, direct as well as complementary, can be approximated appropriately by differential equations despite the breakdown of the deterministic approach in the intermediate range of accuracy. For this goal we restrict the variables of the differential equation to the master sequence and its most frequent mutants. Rare mutants are not accounted for explicitly. The appearance of a rare mutant is not described by the deterministic system. It can be considered as a stochastic event. Mutants less efficient than the master sequence will soon disappear after they have entered the ensemble of replicating molecules. More efficient mutants may replace the master sequence. Evolution in such an extended deterministic system of differential equations reflects the concerted action of chance represented by the stochastic event and necessity acting through the selection process.
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[^0]:    * Dedicated to the late Professor B.L. Jones who was among the first to do rigorous marhematical analysis on the problems described here.
    ** This paper is considered as part Il of Model Studies on RNA seplication. Part It is by Gassner and Schuster [14].
    $\dagger$ All summations throughouz this paper run from 1 to $n$ unless specified differently: $\Sigma_{j}=\Sigma_{n-1}^{n}$ and $\Sigma_{,, t-1}=\sum_{i=1}^{j}+\sum_{i-\rho+1}^{n}$. respectively:

[^1]:    * For the sake of convenience, we use here ' 0 ' instead of ' 1 ' to denote the master sequence.

