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Abstract

The budding yeast Saccharomyces cerevisiae, grown under the right conditions in continuous culture,
shows spontaneous metabolic oscillations. The oscillations affect not only gas exchange rates and metabolite
concentrations, but also the expression of a large fraction of genes. | integrated time-dependent metabolite
concentrations, oxygen uptake rates, carbon dioxide and ethanol excretion rates, and thermodynamic data
into a large dynamic model of yeast metabolism. A linearised kinetic model was fitted to the data, assuming
that the oscillations in metabolism are entirely driven by the time-dependent, experimentally know oxygen
uptake. To fit a model of this size to periodic time series data, a number of tricks had to be used: (i)
the model variables were determined in a stepwise procedure, starting from a stationary flux distribution
and ending with the reaction elasticities, which describe the dynamics around this reference state; (ii) the
elasticities themselves were derived from thermodynamic forces and saturation values in order to guarantee
thermodynamically feasible reaction kinetics; (iii) and the periodic dynamics was not simulated by numerical
integration in time, but by a Fourier synthesis based on periodic response coefficients, which can be directly
computed from the reaction elasticities; (iv) the reference state was required to remain dynamically stable,
which puts strong constraints on the possible reaction elasticities. The model parameters (thermodynamic
forces and saturation values) were then fitted in such a way that their values, by construction, correspond to
thermodynamically consistent kinetic rate laws. The model predicts metabolic fluxes, concentrations of non-
measurable metabolites, and local metabolite concentrations in cell compartments (cytosol and mitochondria)
along the metabolic cycle. Computer animations of experimental data and simulation results can be found on

www.metabolic-economics.de/yeast-metabolic-oscillations/.
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1 Introduction

Metabolic oscillations in yeast have been studied for many years, with a focus on transcriptional and metabolic
changes [1, 2, 3], types of oscillatory dynamics [4, 5, 6], and the accompanying changes in DNA structure [7, 8, 9].
During the metabolic oscillations, cells alternate between an oxidative state with higher respiration activity and
a reductive state in which biosynthesis tends to become more active. That metabolic pathways change their
activity along the metabolic cycle is supported both by metabolomics and gene expression data [10]. However,
the pathway fluxes, which would be the ultimate criterion for “activity”, cannot be easily measured. In order to
infer the non-measurable, time-dependent metabolite concentrations and metabolic fluxes from available data, |
developed a dynamic model of metabolism in yeast that can fill these holes. The model was developed in close
collaboration with Prof. Douglas Murray (Institute for Advanced Bioscience, Keio University), who also provided
most of the experimental data. Even though some metabolite concentrations can be measured — those were used
to fit the model — a reconstruction of metabolite curves is important for two reasons: for some metabolites, no

measurements are available; and for some metabolites, it is important to determine their concentrations within



cell compartments (cytosol and mitochondria), a piece of information distinction that cannot be extracted from

metabolomics data alone.

A main model assumption is that metabolism responds “passively” to peridic changes in oxygen uptake, at a
constant uptake of glucose (these uptake rates agree with experimental observations). In particular, | assumed
that all enzyme levels remain constant in time. The latter assumption was made because the changes in mRNA
levels, even though they are pervasive, are not very strong in amplitude. Given the short oscillation period (a bit
less than an hour), these expression changes would translate into very small changes in protein levels. Since no
information about regulated protein modifications or protein degradation were available, constant enzyme levels
were assumed. Therefore, the only source of oscillations in the model is the predefined, periodically varying oxygen
uptake flux. From this uptake reaction, oscillations in fluxes and metabolite levels percolate into the metabolic

network like waves, where cofactors and allosteric regulation can also couple distant parts of the network.

This report starts with a brief description of the data used and of how the model was built and fitted to data.
Then, simulation results are compared to experimental data. On the website www.metabolic-economics.de/
yeast-metabolic-oscillations/, computer animations of experimental data and simulation results are shown.
There, the fluxes are also compared to time-dependent gene expression data obtained from a similar experimental
set-up [10], and to gene expression data measured in a different experimental set-up that gives rise to much slower

oscillations [2], in which periodic enzyme levels could have a much larger effect on the metabolic dynamics.

2 Model construction

The objective of this work was to construct a metabolic of yeast that reproduces the measured metabolite
profiles and exchange fluxes during metabolic oscillations in growth on glucose and to predict non-measurable
quantities from this model. Different types of data were used: (i) time-dependent exchange rates (oxygen, carbon
dioxide, ethanol) in yeast continuous cultures, provided by D. Murray; (ii) time-dependent absolute metabolite
concentrations in the same experiment, also provided by D. Murray; (iii) standard Gibbs free energies of reactions,
provided by Dr. E. Noor (computed using the component contribution method [11]). Some of the data are shown
in Figures 1 and 2.

The metabolic network (Figure 3) is a modified version of the yeast metabolic network from Jol et al. (2012)
[12], with slight modifications by my collaborators S. Hoffmann, W. Gottstein, and D. Murray. The model
in Systems Biology Markup Language (SBML) format can be downloaded from www.metabolic-economics.
de/yeast-metabolic-oscillations/. To construct and fit a dynamic model, | made the following model

assumptions:

1. Aim of model construction We aim at constructing a linearised model that is thermodynamically consistent
and that, with a given time-dependent oxygen uptake rate, reproduces the main experimental facts (COq
and ethanol secretion rates, mean metabolite levels, time-dependent metabolite levels, heat production, and
respiratory quotient (COq secretion divided by Oy uptake).

2. Constant protein levels An analysis of gene expression amplitudes suggested that the changes in enzyme levels
are probably small. Therefore, all enzyme levels are assumed to be constant in the model. Allosteric regulation

of enzyme activities was still considered.

3. Dynamic response to oxygen uptake rate We assume that oxygen uptake is limited by non-metabolic
processes (possibly involving structural changes of the mitochondrial membrane. Since these processes are
outside the scope of the model, we treat the time-dependent oxygen uptake rate as an experimental fact and

impose it onto the model as a constraint.
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Figure 1: Measured gas exchange rates and changes in metabolite concentrations in yeast during the metabolic
cycle (experimental data provided by D. Murray). (a) Measured exchange rates. The oxygen curve (grey) is
shown for comparison. (b) Measured concentration changes between oxidative and reductive phase. Relative
concentrations are shown in colours (blue: higher in oxidative phase, pink: higher in reductive phase). Highly
connected metabolites (e.g., cofactors) are included in the network, but not shown in the graphics. Some
metabolites exist both in cytosol and mitochondria; their data values are shown twice and refer to the over
concentration in the cell. Some reactions were omitted for clarity.

Due to the large model size and the type of data used (periodic metabolite concentrations), fitting a kinetic model
directly to the data would be difficult. Instead, to obtain a viable model, a number of tricks had to be used: the
model variables were determined in a stepwise procedure, starting from a stationary flux distribution and ending
with the reaction elasticities, which describe the dynamics around this reference state; the elasticities themselves
were derived from thermodynamic forces and saturation values in order to guarantee thermodynamically feasible
reaction kinetics; and the periodic dynamics was not simulated by numerical integration in time, but by a Fourier
synthesis based on periodic response coefficients, which can be directly computed from the reaction elasticities. To
allow for one reaction to be externally controlled (namely the oxygen uptake reaction), a new type of “restricted”
control coefficients had to be defined. (iv) the reference state was required to remain dynamically stable, which
puts strong constraints on the possible reaction elasticities. (v) Finally, to handle cell compartments with different
volumes (75 and 25 percent of the cell volume, respectively, for cytosol and mitochondria), reaction fluxes were
defined as numbers of reaction events (in moles) per time and cell volume; concentrations were not defined as
local concentrations in the cell compartments, but as amounts (in moles) in the cell compartments, but divided
by the cell volume. Therefore, the stoichiometric matrix keeps a simple form; however, the compartment volumes

enter the formulae for computing control and response coefficients.

All this resulted in a new procedure for model building. The guiding thought was to determine the values of
different types of variables step by step: first a time-averaged flux distribution; then a corresponding set of
equilibrium constants and stationary metabolite levels; and then, reaction elasticities defining the dynamics of the
model around this metabolic reference state. Altogether, the model was constructed and fitted in the following

way:

1. Compounds, reactions, and network structure The lists of metabolites and reactions, defining a stoichio-
metric matrix, were taken from a published model of yeast metabolism [13], with previous modifications by
S. Hoffmann, W. Gottstein, and D. Murray. Extracellular compounds were treated as external (i.e., with con-

centration curves being predefined, not determined by rate equations). A number of known allosteric interactions
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Figure 2: Temporal metabolite profiles (experimental data provided by D. Murray). The time axis (x-axis) shows
one oscillation period. Oxygen curves (grey) are shown for comparison. Only metabolites appearing in the model
are shown.

were added to the model. The network structure is shown in Figure 3.

2. Exchange rate data: conversion and mapping Measured time series of uptake and secretion fluxes (for
oxygen, carbon dioxide, and ethanol), as well as heat production, were obtained from D. Murray (64 time points,
standardised to oscillation phase angles) and were converted into units of mM/s (referring to concentrations

inside the cell).

3. Concentration data: conversion and mapping Measured time series of metabolite concentrations were
obtained from D. Murray. The data were smoothed and interpolated, resulting in time series with 64 equally
spaced time points, roughly standardised to oscillation phase angles. The data were then converted to mM (in

the cell volume) and mapped onto the model.

4. Time-average fluxes: calculation by Flux Balance Analysis Time-averaged fluxes were computed by flux
balance analysis. The uptake and secretion rates (oxygen, carbon dioxide, ethanol) were roughly fixed to
their (time-averaged) experimental values. Fluxes were predicted in two steps, by applying a normal FBA (to
determine the maximal possible biomass production rate), followed by a minimal-flux FBA (where this biomass

production rate was used as a constraint and the sum of absolute fluxes was minimised).

5. Intracellular concentrations: adjustment by thermodynamic constraints Time-averaged intracellular con-
centrations for the model were computed based on (time-averaged) measured metabolite concentrations, on



IS G SR SR Q SR
o pGL 6-P D-glu.. /'~ 5-PhaspRB RIS ERBETRRS PRATIE (50 PRIHETI(5 06 throAGRD (| MEEREH ST BES TBistidine
EXglcDe Glucose Gl Dhgose 6-phospho-D-gie? “Qbulofe pigs..
1 I GePbH2 RPE \RPI ,/O DTMP mem\mp

W. QP UMPK Y M UMP  cmpSYNCIJB~"dcmpSYNDCMP dtmpY8L10-M: -
ey Glucose 6-ppflp.. QphalDokbke . yltetrahy..
o \ AN ood XyluTose-S~Rlgs, 5-Amino—1-(5-Ph.,
R > TN O O
Q ZN ‘ JKT2 icar GMP  dgmpSXBME
e

REH
6
v s A tNpsYN
BPglugse {2 v‘ e
O A Fds o O-Formyltetrah.. MTHFC FRa s
meqge 1-SHEH. [ phx3 /
O ¢ LA Pep
Alpa,alg e piyleth...
PGH po-9) i ilose 1. Sulfate
TREEP Ol FTHFL ~“ormate
&) ] FBA3\ DDPA AN
EX TronaloTED Trehal """'/ 5 Q So4ti
re e rehalos rehalose .1&' 2_Dehydro-3-deo. FDH PKi
Divkd faceton.. ;
G3PDIr 'Y Giyceraldehyde .. HQ o O Y ifate
c8 / 3-D FHEDR K Shiki Phospho-L-asp..
—— 'S Glycerol 3—phos.. SADT
EXglyce GlycerdhLYOlwerol GAPD N
GaPT pasYN RN ) ety
3-Phospho-D-gly.. henyipybuvale 1y yu—y 4 Kdenosine 5'—ph..
EXpyre . Pyrwvate  PYRt2 TYRTApyr Abpartate 4-sem..
ADSK
D_gf Tryptop§iatrigGESMN
_.m e Phenylalanine 1Y70sine I4§D3yi
EXace PGM & hydrox... ~Phosphoadeny..
= e /> Z_.
ACS § Giycerate 2pho.. O Prosp SR e GFfiTaiens THRA] Thomns — PROSHEEege.- ..
" - O-Phosphask-pom Hgn\oBARRR
Acetate ACH\cetate X \ 7 ows refr
Phosphoenolpyru.. hON it osine 3',5
Ky Preserencr goTHEzm o [ eseosi
LDy ALDD2x
2HEDD2xR PPCY PYK GLviem Cysteine
‘AcetalggRAhNACetaldehyd RPC ‘ Pyruvate AL e BPNT
A7y S . p ~ Hydrogen sulfid..
aLcpzm \aLCphy ALCD2 A ua@ét&eé"can \ il oyl
\{ T SURREY o i Oxobutanoate Hast
Ethanol ET@fimEthanol, ASRIRL GlutamaigSNSARaki Hyd i
1Ny ot P NI Alanine CHBSm lydrogen sulfid..
{ O
EToHt Magte  MALS M%Mat = .
N\ Ryaate ACL: —Aceto-2-Fiydds e
Ethanol - ) \ \
UM / Ya 1 | GLY 2;\!1
am ==y ATA LI )
o = Ammonitatm KARA2im

EXco2e C!!Z CO2t

- 2,3—D&hydruxy—3.
H20 EXh2oe Ve

~3-h

Arginine
ARGSL

W GLUDYREAT
RETA N xoadipate
Q

POXOADPHIN
L 2 AmiNgedipgidipREEEADT

EXsucce  Succipéie SUCCter DHAD2m

2-Isopropylmale..

bt
3-Methyl-2-0x0p.

3-Carboky-2-hyd.

N(omega)—(L-Arg..
AASADT Oxalogly

Glutamate ()
L 2 AmigoddiSHPT pscr
Homoisckitrate ..

ARGSSr

IPMD

EX pi e Phosphate GLUSxm HACNHm  Proline 3MOPtm
sly\— orn... & SACCD, 3-Carb 4-met

. —Carboky-4-met..

N-Acetyl-L-flutiutamine But1ene124. arbdy-4-me

L Sacchdrqgigrpm OMCDG| 3-Methyl-2-oxop..
EX o dmmoniom NHAt AGPRIm Q
Segihine cvoo o GLNE2m 2 Hydroxyoutane- 1 4_ethy-3-prap.
A O N-Acetyl-L-glut.. SACCD] HeiTtm
ORNE3M Ornithine ORNTACiM-Acetyl-AEghim o) LEUTA

2 Hydroxybutane..

Lysine HCITS Leucine  'soleucine

Figure 3: Model structure. Static metabolic fluxes were determined by flux balance analysis, using the time-
averaged measured exchange rates as a constraint. Allosteric activation and inhibition is shown by blue and red
arcs, respectively.

the previously computed flux directions, and on standard Gibbs free energies of formation. Standard reaction
Gibbs free energies of for the model were computed by E. Noor (ETH Ziirich) using the component contribution
method [11]. Based on these Gibbs energies and on the measured metabolite concentrations, thermodynamic
parameter balancing [14] was used to obtain a consistent sets of Gibbs energies and concentrations, resembling
these input data and in agreement with the flux directions.

6. Reaction elasticities: structure of the elasticity matrix In the model, we first consider, as a reference state, a
steady state with the time-average fluxes and compount concentrations computed so far. To describe a dynamics
around this reference state, we define the reaction elasticities. We first assume that the structure of the elasticity
matrix follows the stoichiometric matrix (with positive substrate elasticties and negative product elasticities)
and add further entries to describe allosteric regulation. The actual elasticity values were determined in several
steps. A first version of the elasticity matrix was obtained by a simple heuristics, assuming approximately
half-saturated enzymes in all cases. These values were then refined by fitting the model to metabolite curves,
as described below. Importantly, to ensure a thermodynamically feasible model, the reactions elasticities were
not treated as independent model parameters; instead, their values were derived from thermodynamic driving
forces and saturation values, which can be independently varied without violating any constraints [15, 16], and
which were used as model parameters to be fitted.



7. Response to static changes and sine-wave oscillations To simulate metabolite curves (which was also
necessary to fit the model parameters), the dynamical properties of the model were analysed. The dynamic
response to oscillating inputs can be characterised by spectral response coefficients (computed from the Jacobian,

which follows from stoichiometric matrix and elasticity matrix).

8. Dynamic response to predefined time-dependent oxygen uptake To simulate the response to non-sine-
wave perturbations (most importantly, the predefined oxygen uptake time curve), we Fourier-transform the input
time series, multiply with the frequency-dependent spectral response matrices, and apply the reverse Fourier
transformation. This has several advantages over time-simulations: (i) long simulation runs due to a slow
initial relaxation are avoided. (ii) with a restriction to low-frequency components, fast noise is automatically

suppressed.

9. Reaction elasticities: parameter fit based on concentration profiles The values in the elasticity matrix
were further optimised by fitting the simulated metabolite time curves to experimental data. To do so, the
thermodynamic driving forces and saturation values, which together determine the reaction elasticities, were
iteratively optimised by a greedy optimisation method. (i) As a first fit, we considered a stationary response
to increased oxygen uptake, and fitted the resulting concentration changes to observed concentration changes
between the reductive and the oxidative phase. (ii) Then, we fitted the temporal variation profiles of metabolites
(for each metabolite, scaled by its mean concentration) to the corresponding data. Since the data refer to whole-
cell concentrations, and not to the concentrations in cytosol or mitochondria, the concentrations obtained from

the model were converted into predicted cellular concentrations.

3 Model results

Simulation results are shown in this section. Computer animations of experimental data and simulation results

can be found on www.metabolic-economics.de/yeast-metabolic-oscillations/.

3.1 Simulated response to harmonic perturbations in oxygen level

Before fitting the model precisely to metabolite time series, | started with simpler fits and predictions in which all
curves were approximated by phase shifted sine curves. Each such curve can be charac-
terised by a single complex-valued amplitude (or, equivalently, by a real-valued amplitude
and a phase angle). With this simplification, the goodness of fit can be computed much
faster. Probably, the simplification also helps the fitting algorithm to fit the overall shape

of many metabolite curves, instead of getting stuck in a state where some curves are fitted

very precisely, while other show no good fit at all. Results from the fitted model (fitted
and measured metabolite phase angles, and predicted phase angles of internal fluxes) are

shown in Figure 4. The colour code for phase angles is shown in the inset Figure.



(a) Metabolite phase angles, measured (b) Metabolite phase angles, predicted
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Figure 4: Periodic metabolite concentrations and fluxes caused by a harmonically varying perturbation of oxygen
uptake. Phase angles are colour-coded (inset Figure in section 3.1). (a) Measured metabolite phase angles. (b)
Predicted metabolite phase angles. (c) Differences between predicted and measured metabolite phase angles. (d)
Predicted flux phase angles.



3.2 Metabolic dynamics in response to temporal oxygen uptake

Figure 5 shows simulated metabolic concentrations, assuming a predefined periodic oxygen uptake rate (experi-
mentally measured oxygen uptake curve). The model parameters (reaction elasticities) were fitted to the measured
metabolite curves. Measured and fitted metabolite curves are compared in Figure 6. The phase angles of many

metabolites were fitted relatively well. However, some phase angles in glycolysis were wrongly predicted.
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Figure 5: Metabolite concentration curves, measured (red) and simulated (blue). The simulated curves represent
model fits, not independent predictions. All curves were shifted and scaled to span the (y-axis) range from 0 to
1.



(a) Concentration curves, measured vs fitted (b) Metabolite phase angles, measured vs fitted
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Figure 6: Comparison between measured and simulated metabolite curves. (a) Measured (x-axis) versus simulated
(y-axis) metabolite time series. Dots close to a rising diagonal indicate good predictions, dots close to a falling
diagonal indicate poor predictions. (b) Measured and predicted phase angles of oscillating metabolite levels. Dots
in the grey zone indicate good predictions, dots in the white zone indicate poor predictions. Phase angles were
determined from concentration curves by taking the first Fourier component. (c) Mismatch between measured
and predicted phase angles. Phase mismatches are colour-coded (inset Figure in section 3.1). (d) Histogram of
phase mismatches. The peak around the phase angle 0 represents the large number of dots in the grey zone in

(b).



3.3 Simulated drop in glucose level

As an independent test, the model was used to predict the metabolic dynamics in another experiment, i.e., data
that had not been used during model construction. The simulation concerns a part of the experimental time series
in which the cells that underwent a sudden drop in available external glucose. The metabolomics data show how
metabolite levels glycolysis are dropping fast, while some of them recover after a while. In the simulations, the
model starts in a steady state with standard external glucose concentration. At the beginning of the simulation,
this concentration is set to a lower value, causing a drop in internal metabolite levels as seen in the experimental
data (Figure 7). The experimentally observed recovery of some metabolite concentrations may be caused by a
shift to ethanol consumption, which is not appropriately captured by the model. The oxygen level remained fixed

in this simulation.
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Figure 7: Concentration curves for glucose drop (scaled per metabolite), smoothed measured (red) and simulated
(blue). All curves are shifted and scaled to cover the range from 0 to 1.

4 Discussion

It is important to remember that the current model only describes a subsystem of the cell — the metabolic network.
The model is not meant to explain the origin of the observed oscillations, but only what shape these oscillations
assume in different parts of the network. An explanation of the oscillations themselves would require a whole-cell

model that couples metabolism to other processes, for example, to the physiological changes in mitochondrial



structure that may be responsible for the periodic breakdown of respiration and for its subsequent recovery. Also
other questions remain untouched: How do cells synchronize each other? Do single cells oscillate also in other
experimental conditions, where oscillations are not observed on a cell population level? What are the possible
fitness advantages or disadvantages provided by the oscillations? Other types of models would be required to

answer such questions.

The results presented here are still preliminary. Some details of the model still need to be improved, and the
numerical optimisation used for model fitting may need some improvements as well. At the current stage, however,
there are already good matches for many metabolite curves. Despite the large number of model parameters
(the number of reaction elasticities is given by the number of reactions, multiplied with the average number of
substrates, products, and allosteric regulators per reaction), it is highly unlikely that that this match is a mere
result of overfitting because the only dynamical input to the model was the (experimentally determined) time-
dependent oxygen uptake rate, the model's network structure restricts the possible shapes and phase shifts of
metabolite levels quite strongly, and the fitted reaction elasticities were constrained to yield a dynamically stable

state. Whether overfitting occurs, or to what extent, will have to be checked by crossvalidiation.
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